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Abstract—1In this paper, we propose a Genetic Algorithm
(GA) for solving the problem of dimensional ordering in Radial
Visualization (Radviz) systems. The Radviz is a non-linear
projection of high-dimensional data set onto two dimensional
space. The order of dimension anchors in the Radviz system is
crucial for the visualization quality. We conducted experiments
on five common data sets and compare the quality of solutions
found by GA and those found by the other well-known methods.
The experimental results show that the solutions found by GA
for these tested data sets are very competitive having better
cost values than almost all solutions found by other methods.
This suggests that GA could be a good approach to solve the
problem of dimensional ordering in Radviz.

I. INTRODUCTION

Today’s scientific and business applications produce large
data sets with increasing complexity and dimensionality.
While information is growing in an exponential way, data
is ubiquitous in our world. Data should contain some kind
of valuable information that can possibly explore the human
knowledge. However, extracting the meaningful information
in large scale data is a difficult task.

Information visualization techniques have been proven to
be of high value in gaining insight into these large data sets.
The aim of information visualization is to use the computer-
based interactive visual representations of abstract and non-
physically based data to amplify human cognition. It aims at
helping users to detect effectively and explore the expected,
as well as discovering the unexpected, to gain insight into
the data [6].

A major challenge for information visualization is how to
present multidimensional data to analysts. Data visualization
methods often employ a map from multidimensional data
into lower-dimensional visual space. The reason is that visual
space representation is composed of two or three spatial
coordinates and a limited number of visual factors such
as color, texture, etc. However, when the dimensionality
of the data is high, usually from tens to hundreds, the
mapping from multidimensional data space into visual space
incurs information loss. This leads to the ultimate question
in information visualization [6]. How to project from a
multidimensional data space into a low-dimensional space
that could best preserve the characteristics of the data?
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One of the challenge to obtain good data projections
in the current visualization techniques is the problem of
dimensional ordering. As stated by Mihael Ankerst et al.
in [3]: “The order and arrangement of data dimensions is
crucial for the effectiveness of a large number of visualization
techniques such as parallel coordinates, scatterplot matrix,
recursive pattern, and many others”. Moreover, they suggest
that the data dimensions of higher similarity should be place
close together in the visual space.

The Radviz technique is one of the most common visual-
ization techniques used in medical analysis [11], [12], [14].
Finding the optimal order of data dimensions in Radviz is
known to be an NP-complete problem [3]. Although there
have been a number of proposed methods for solving the
dimensional ordering problem in Radviz [7], [14], most of
them are exhaustive or greedy local search in the space
of all permutations of data dimensions. These methods are
usually only tested on some data sets with small number of
dimensions. In this paper, we propose the use of GA for
solving the problem of dimensional ordering for Radviz and
compare with other methods on the data sets in both low and
high dimensional spaces.

The rest of the paper is organized as follows. Section II
gives the essential ideas of Raviz and the cost functions for
the problem of dimensional ordering. In section III, we give
a brief overview of the approaches used to solve the problem
of dimensional ordering for a number of information visual-
ization methods. The details of our method for solving the
dimensional ordering in Radviz are presented in section IV.
Section V describe our experiments, results, and discussions.
The paper concludes with section VI, where some possible
extensions for the work in this paper are highlighted.

II. RADVIZ AND ITS DIMENSIONAL ORDERING
PROBLEMS

The Radviz was first introduced by Patrick Hoffman et al.
in [11], [12], and it could be regarded as an effectiveness of
non-linear dimensionality reduction method. Radviz directly
maps multidimensional data points into a visual space based
on an equibalance of a spring system.

Figure 1 shows a simple example of Radviz for visualizing
a multidimensional point in a six dimensional space. Each
dimension of the data set presents by an anchor point
on the circumference of the unit circle. The dimensional
anchors are usually placed evenly on the unit circle. Imagine
that each dimensional anchor is attached to a spring, the
stiffness of each springs equals the value of the dimension
corresponding to the dimensional anchor. The other end of
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Fig. 1: Radviz visualize a multidimensional point with six
attributes.

each spring is attached to a point in the visual space. The
location of this point ensures the equibalance of the spring
systems. For a multidimensional point x = (z1,Z2,...,Zp)
in the p-dimensional space, the dimensional anchors .S;,7 =
1,2,...,p can be easily calculated by as:

2m(i — 1 2m(i — 1
Si:(cos m(i ),sin Ul )>,i:1,2,...,p.
p p

For the spring system to be equibalance, we must have

Thus, the multidimensional point x is presented by the point
p(x,y) with

Zzzcos2 m(i = 1)

szsm2 m(i—1)

E z;
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The important properties of the Radviz method are described
in [8]:

o If a multidimensional point with all p coordinates have
the same value, the data point lies exactly in the
origin of the graph. Points with approximately equal
dimensional values (after normalization) lie close to the
center. Points with similar dimensional values, whose
dimensions anchors are opposite each other on the circle
lie near the center.

o If the point is a unit vector point, it lies exactly at the
fixed point on the edge of the circle where the spring for
that dimension is fixed. Points which have one or two
coordinate values significantly greater than the others
lie closer to the dimensional anchors (fixed points) of
those dimensions.

o The position of a point depends on the layout of the
particular dimensional anchors around the circle.

« Many points can be mapped to the same position. This
mapping represents a non-linear transformation of the
data that preserves certain symmetries.

o The Radviz method maps each data record to a point
in a multidimensional data set that is within the convex
hull of the dimensional anchors.

These important properties of the Radviz help to visualize
the entire of data dimensions in a single visual form. Radviz
is particularly useful for detecting clusters and outliers in
multidimensional data [2]. However, the performance of
Radviz is very sensitive to the order of data dimensions.
A good dimension order satisfies the condition that similar
data dimensions should be close to each other, and the
optimal dimension order is the one that minimize the sum of
similarity of successive dimensions in the order. The problem
of finding the optimal order for Radviz (and many other
visualization techniques) could be seen as a form of Trav-
elling Salesman Problem (TSP) [3], where each dimension
represent a city to visit and the similarity between the two
successive dimensions in the order resemblances the distance
between the two cities.

In details, the formalization of the dimensional ordering
problem is given as follows [3]. Given a data set X = {z; =
(i1, T2, - - -y Tip), 1 <14 < n} that contains n observations,
each observation contains p attributes. We use the metric
to measure the dimension similarity as in [5], in which
the similarity matrix of the ¢—th and the j—th attributes is
defined as:

n
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where min; = min{xzy;,1 < k < n}, max; = max{xg;, 1 <
k < n}. We denote the matrix of similarity as .S = (s;;)pxp»
where s;; is the similarity between the i—th and the j—th
dimensions (data attributes). The problem of dimensional
ordering is to find an optimal permutation 7 of dimensional
arrangement {1,2, ..., p} such that minimizes the cost func-
tion

p
C= Z 571'1'77r1-+17 (2)

where 7,1 = m. The Radviz visualization of the multi-
dimensional data point z = (z1, z2, ..., x,) that correspond-
ing to the permutation 7 is given as follows:
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III. RELATED WORK

Finding a good mapping of multidimensional data into a
visual space is a challenging problem. Such a good mapping
is usually data dependent. In this section, we briefly describe
the linear method related visualization techniques (other than
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Radviz) and their methods used to solve the problem of
dimensional ordering.

The Radviz visualization was firstly introduced in [11],
[12]. Radviz visualization maps multidimensional data onto
a two-dimensional space in a non-linear fashion. The di-
mensions of the data set are represented by points that
are placed evenly on the unit circle. This is a compact
representation, but it suffers from overlapping points. In this
paper, the authors mention that the ordering of the position
of dimensional anchors can reduced the overlapping.

Gregor Lean et al. proposed the VizRank method [14]
based on Radviz. The VizRank is an algorithm for optimal
subset selection of data dimensions. The authors used k-
nearest neighbour classifiers to rank the score of the visual-
izations based on to the degree of class separation. However,
the computational time of VizRank increases exponentially
with the size of subset of data dimensions. The number
of all possible Radviz projections for selection of' q data

dimensions of the p data dimensional space is Tz

Vectorized Radviz (VRV) is another variant method of
Radviz proposed by John Sharko et al. [18]. The VRV is used
to represent cluster ensembles. The VRV visualization is used
in exploring different clustering results by projecting data
records on a vectorized cluster space. This approach proves to
be useful in validating the clusters when many different clus-
terings for the same data set exist. The vectorization process
flattens the cluster dimensions by creating a new dimension
for each cluster in each cluster set. The RadViz visualization
then has a separate dimensional anchor for each cluster in
each cluster set. Di Caro et al. [7] analyzed the dimension
arrangement for Radviz. In this paper, the authors mention
that the Radviz suffers from several problems as overlapping
of data points in the visual space, visual clutter, and NP-
completeness of the ordering data dimensions. Two objective
functions proposed that name as independent dimensional
anchors and Radviz-dependent dimensional anchors. The
best dimensional arrangement was obtained by exhaustively
exploring all permutation. This limits Radviz’s applications
to only small dimensional data sets.

The star coordinates [13] arrange the coordinate axes on
a circle placed on a two-dimensional plane with axes having
their origin at the center of the circle and an arrangement
exposing equal angles between adjacent axes. A multidimen-
sional point is mapped to a 2D point by summing the unit
vectors of each coordinate multiplied with the coordinate
of the multidimensional point. The star coordinates support
some interactive techniques as: scaling, rotation, marking and
range selection. To alleviate the problem of overlapping clus-
ters, Tran Van Long [15] used class preserving projections as
a method for minimizing the overlap of centroid clusters or
maximizing the distance all pairwise of the centroid clusters.
The author also proposed a method to identify the region of
clusters by enclosing all the projection points in the visual
space by a compact and connected region.

The parallel coordinates is another popular visualization
techniques for multidimensional data visualization [10]. The
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parallel coordinates also suffers from the problem of ordering
axes dimensions. There have been a number of proposed
approaches for solving this problem. However, most of these
approaches could only find local optimal solutions to the
problems.

To solve the problems of dimensional ordering in these
aforementioned visualization techniques, there have been a
number of proposed approaches in the literature. They are
mainly based on greedy and local search in the space of
dimension permutation. In [4], [5], The authors proposed a
greedy algorithm named Similarity-Based Attribute Arrange-
ment (SBAA) to find the dimensional arrangement with high
dimensional similarity. The SBAA algorithm is a heuristic
approach that starts with the two most similar attributes and
find the closest data dimension with the current growing
ordered sequence of dimensions. The procedure is repeated
until all dimensions are included in the ordered sequence.
Georgia Albuquerque et al. [1] derived a weighted sort
procedure for solving the problem of dimensional ordering,
in which the dimensions are ordered by weights, where the
weight of the jth attribute (data dimension) is estimated as

follow: »
n—1
D; = Z . Siis
i=1

Weighted sort (WSORT) was then applied for solving the
problem of dimensional ordering in the scatterplot matrix
and the parallel coordinates. The reported best method so
far (called AGENS in this paper) for solving the problem of
dimensional ordering in visualization systems was proposed
in [19]. Here, they used hierarchical clustering techniques to
aid the search for the optimal ordering of data dimensions.
AGENS was tested for the parallel coordinates visualization
techniques.

These aforementioned algorithms could also be adapted
for Radviz. However, they are only greedy and local search,
which could find only local optimal in the space of permuta-
tions of data dimension. Therefore, in this paper, we propose
the use of GAs for solving the problem of dimensional
ordering in Radviz and compare with these greedy and local
search approaches.

“

IV. METHODS

As mentioned in section II, the problem of dimensional
ordering in Radviz (and many other visualization techniques)
could be casted as the TSP problem, where the task is to
find an permutation of dimensions (cities) that is optimal
with respect to the cost function given in equation 3. GA
has long been used to solve optimization problems on the
space of permutations and, in particular, the TSP problem
with great success [9], [16]. Unlike greedy and local search
approaches mentioned in section III, GA could act as a global
optimizer and to our best knowledge, GA has not been used
to solve the problem of dimensional ordering for Radviz.

In this paper, we use the standard and simple GA for
permutations as in [9], [16]. To test the effects of different
GA crossovers on permutations, 4 well-known GA crossovers



that act on permutations are used and they are: Partially-
mapped crossover (PMX), Cycle crossover (CX), and Order
Crossovers (version 1 and 2 - OX1 and OX2). The descrip-
tions of these crossovers could be found in [9], [16], [17].
The mutation operator is the swapping mutation (i.e choosing
two random dimensions and exchange their positions in the
permutation).

V. EXPERIMENTS AND RESULTS

To test the performance of GA on the problem of dimen-
sional ordering for Radviz, we conducted experiments on 5
data sets with dimensions ranging from 10 to 50 and compare
the quality of solutions found by GA with those found
by the methods mentioned in section III and the original
dimensional order of the data.

A. Experiment Setting

DATA | Original | AGENS | WSORT | SBAA GA

DB50 46.57 47.31 46.28 47.19 | 47.27
DB40 26.06 28.57 26.59 28.34 | 28.61
DB20 12.57 15.28 12.52 1499 | 15.34
DB13 9.80 10.71 10.02 10.55 | 10.74
DB10 6.43 7.84 6.65 7.84 7.98

TABLE I: Cost values of solutions found by different meth-
ods

Table I summarizes the 5 data sets (DB10, DB13, DB20,
DB40, Db50) used in our experiment. The DB10 data set
is a synthetic data set that includes 480 data points with
ten attributes!. The DB13 data set is a real data set that
include 178 data points with 13 attributes”. The DB20 data
set is another synthetic data set in [4] that contains 14831
observations and 20 attributes. The DB40 data set is a
synthetic data set that creates from DB20 data set by adding
20 uniform random attributes. The last data set name DB50
is a real data set that contains 78823 data points with 50
attributes 3.

For GA, we tested four different well-known crossovers
CX, PMX, OX1, and OX2 as mentioned in section IV. The
population size was set as 50 and the number of generation
was 200000 for each run. The crossover and mutation (using
swapping) probabilities were 0.8 and 0.1 respectively. For
each data set, 50 runs were conducted. All the runs were
conducted on a machine with Intel Core IS5, speeding at
2.4 GHz., having 4 GB Ram. and Windows 7 Professional
operating system.

B. Cost Value Results and Discussion

Table I depicts the solutions with best cost function values
found by GA and other tested methods (mentioned in section
II). Here, ”Original” means the natural order of the data set
(no application of any optimization methods for dimension
rearrangements). The results show that GA outperformed

Thttp://archive.igbme.fr/projets/fcm/
2http://archive.ics.uci.edu/ml/datasets/Wine
3http://www.csie.ntu.edu.tw/ cjlin/libsvim/

almost all other methods on the tested data sets, with an
exception on DB50, where AGENS was only slightly better
than GA.

Table II shows the cost values (in terms of maximum,
mean, and standard deviation values) of solutions found by
GA with 4 different crossovers. The results clearly show that
GA with CX and PMX have similar performance on all 5
tested data sets with PMX was slightly better than CX on
the data sets with high dimensions (DB40 and DB50). These
crossovers performed better than OX (OX1 and OX2), which,
to us, is a surprise as it has been shown that OX preserves
the order better than PMX and CX (which usually shuffle
good orders found by the evolutionary process so far) [16],
[17].

C. Visualization Results

In this subsection we use Radviz to visualize multidimen-
sional data set based on the best dimension orders found be
the systems in the previous subsection. For each data set,
we present five figures from (a) Original data dimensions,
(b) AGENS algorithm, (c¢) WSORT algorithm, (d) SBAA
algorithm, and (e) our GA.

Figure 2 shows the Radviz visualization techniques for
the DB10 data set. This data set includes 480 data points
with ten attributes, the data set is divided into 14 clusters.
Each cluster in encoded with a different color. Figure 2a
shows the data visualization with the natural data dimension
ordering of the data set. In this figure we can see many
clusters are overlapped. This reflexes the fact that its cost
value in table I is the lowest. Figures 2b, 2c, 2d, 2e shows
the data visualization with the dimensional order found by
AGENS, WSORT, SBAA, and GA respectively. It could be
seen in the Figures that the visualization quality of Figure
2e is the best and slightly better than Figure 2b and 2d.

Figure 3 shows four variants of the dimensional order for
the DB13 data set. The one with the lowest cost function
value is shown in Figure 3a, whereas the one with highest
cost function value is depicted in Figure 3e. The best Radviz
visualizations for this data set are the Figures 3e.

Figure 4 shows the Radviz visualizations for the DB20
data set. Among all methods to find the optimal order of data
dimensions, the solution found by GA achieved the highest
function cost value, and the best visual quality visualizations
for this data set are showed in Figure 4e. On the DB40
data set (Figure 5), the result is similar, but it could be seen
from the Figure that all visualizations could not show a good
separation of data clusters.

Figure 6 shows the Radviz visualizations for DB50, a
large-scale data set with high dimensions. The highest cost
function value was obtained by AGENS, which is only
slightly better than the cost function value of the solution
found by GA. For this high-dimensional data set the visual
clutter shows in the Radviz visualizations. It could be seen
from the Figure that all visualizations could not show a good
separation of data clusters.
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Method | Statistics DB50 DB40 DB20 DB13 DB10
Max 47.253059 | 28.611128 | 15.339989 | 10.736052 | 7.984727
Avg 47.211964 | 28.483503 | 15.314731 | 10.736040 | 7.984735
cX Std 0.026529 | 0.071375 | 0.022903 | 0.000010 | 0.000009
Max 47.265308 | 28.625044 | 15.339989 | 10.736052 | 7.984727
Avg 47.219307 | 28.548325 | 15.328526 | 10.736040 | 7.984736
PMX Std 0.029464 | 0.048375 | 0.015481 | 0.000011 | 0.000010
Max 47.066906 | 28.368116 | 15.232319 | 10.736052 | 7.984727
Avg 46.988663 | 27.658743 | 14.752338 | 10.728061 | 7.984726
0OX1 Std 0.030158 | 0.058970 | 0.053262 | 0.007677 | 0.000000
Max 46.565895 | 27.783726 | 14.890115 | 10.736052 | 7.984727
Avg 46.473843 | 28.260378 | 15.062360 | 10.736053 | 7.984726
0X2 Std 0.037865 | 0.064201 | 0.103345 | 0.000002 | 0.000000

TABLE II: Cost values of solutions found by GA with different crossovers

(2)

(d)
Fig. 2: Radviz visualization of the DB10 data set. 2a Original. 2b AGENS. 2c WSORT. 2d SBAA. 2e GA.

VI. CONCLUSIONS

In this paper, we investigate the use of GA for solving
the dimensional ordering problem in Radial Visualization
(Radviz) systems. We conducted experiments on 5 common
data sets with dimensions ranging from 10 to 50 to test
the effectiveness of GA. The experimental results indicate
that GA could find good dimensional orders for Radviz
visualizations achieving hight cost function values. Among
4 different GA crossovers, PMX was shown to be the best
for the problem. However, we have found that a high cost
function value is sometimes not corresponding to the best
visual quality (as our GA has found solutions with best cost

(b)
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function values but not always produced best visualizations).
This, we hypothesize that, due to the noise inherent in the
data which might also be amplified by the fitness (cost)
function.

At this early stage of study, we have only used basic
and elementary GA crossovers that work on permutations. In
the near future, we are planning to test more sophisticated
crossovers on permutations especially in combination with
greedy and local search techniques to better solve the prob-
lem of dimensional ordering in Radviz. Other meta-heuristic
techniques which have been used to solve the TSP problem
well (such as Ant Colony Optimization) will be tried and



(C)) (e)

(d (e)
Fig. 4: Radviz visualization the DB20 data set. 4a Original. 4b AGENS. 4c WSORT. 4e GA.
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Fig. 5: Radviz visualization of the DB40 data set. 5a Original. 5b AGENS. 5¢c WSORT. 5d SBAA. 5e GA.

(c)

(®)

(a)

Fig. 6: Radviz visualization of the DB50 data set. 6a Original. 6b AGENS. 6c WSORT. 6d SBAA. 6e GA.
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more data sets with higher data dimensions will also be tested
to validate our approach. More importantly, we are planning
to improve the cost function to cope with noisy data.
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