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Abstract—In this paper, we address solution methodolo-
gies of an optimization problem under multiple scenarios.
Often in practice, a problem needs to be considered for
different scenarios, such as evaluating for different loading
conditions, different blocks of data, multi-stage operations, etc.
After reviewing various single-objective aggregate methods for
handling objectives and constraints under multiple scenarios,
we then suggest a multi-objective optimization approach for
solving multi-scenario optimization problems. On a Byzantine
agreement problem, we demonstrate the usefulness of the
proposed multi-objective approach and explain the reasons for
their superior behavior. The suggested procedure is generic and
now awaits further applications to more challenging problems
from engineering and computational fields.

I. INTRODUCTION

N many engineering and computational optimization

problems, a solution must be evaluated against a number
of scenarios [1][2]. For example, in a structural optimization
problem, a solution must usually be checked under a number
of loading conditions arising from various considerations,
such as from severe wind conditions providing lateral loads
and from extreme vertical loads occurring from additional
vehicular loads, heavy snow conditions, etc. In such prob-
lems, a solution is considered acceptable only if it performs
in a satisfactory manner to not one but all specified loading
scenarios.

Let us say that there are K different scenarios that must
be considered for an optimization task:

Minimize UE | f(k,x),
subject to UK ,gi(k,x) >0, j=1,2,...,J, (1)
xiL §xi§x§w, 1=1,2,...,n.

Here, the symbol LI signifies an aggregate performance of
objective function f() or constraint function g;() under all
K scenarios. Figure 1 provides a sketch of the multi-scenario
optimization problem. The evaluation of the objective func-
tion for a solution requires computation of it for all K
scenarios and then derive an aggregate measure which can
then be optimized. A solution x will be considered feasible,
only if it satisfies each constraint for all K scenarios. In its
traditional sense, if any constraint gets violated for any of the
given scenarios, then the solution is considered infeasible.
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In this paper, we address the solution of above problem
using different aggregation methods for handling multi-
scenario treatment of objectives and constraints used in
practice. In doing so, some critical properties of resulting
optimization task are revealed. Thereafter, a multi-objective
approach is suggested to address the solution of the above
problem. Although the paper discusses a generic methodol-
ogy, we demonstrate the proposed methodology on a Byzan-
tine agreement problem, which is of great importance in fault
tolerant system design and in many military applications

[31[4].

The rest of this paper is organized as follows: Section
IT presents different aggregation methods used for handling
objective function and constraints. The proposed multi-
objective methodology is described in Section III. Thereafter,
in Section IV, we discuss the Byzantine agreement problem
and the requirement for considering multiple scenarios in
solving the problem. Section V presents the results using
five different single and multi-objective methodologies. The
reasons for superior performance of the multi-objective op-
timization approach is also discussed in Section VI. Finally,
conclusions of this study are drawn in Section VII.

II. METHODOLOGIES FOR HANDLING MULTIPLE
SCENARIOS

In this section, we discuss different methodologies that
are used for handling the objective function and constraints
under multiple scenarios.

A. Handling the Objective Function

In the presence of multiple scenarios (Si, k =
1,2,..., K), the objective function must first be computed
for each scenario, thereby computing f(k,x) for every k.
For example, in a structural optimization problem under mul-
tiple loading conditions, if the cost of fabricating a structure
(denoted by a set of design variables x) is the objective
function, the fabrication cost must first be computed for each
of the loading conditions. Several aggregation methodologies
can be used in practice with the cost values obtained for each
scenario.
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Fig. 1. An optimization algorithm must get a solution x evaluated for all scenarios and use an aggregate measure of constraints and objective function

values to proceed.

1) Worst-Case Aggregation: A common strategy which
is followed in practice is to find the worst cost of all scenar-
ios and is used as the objective function of the optimization
problem, that is, for minimization problems,

UES ) £ (k) = max £(k, ). @)

Thus, for a minimization problem, the overall problem
becomes a min-max problem. For maximization problems,
the operator max should be replaced by a min operator,
thereby having a max-min problem. This approach may
provide a pessimistic estimate of the objective function, since
the worst-case scenario may be an isolated event which may
not represent the true performance over all K scenarios. The
following approach can be used.

2) Average-Case Aggregation: An average objective
value of all K scenarios can be used, instead:

K
U =0 = 2 S S )
k=1

The average-case scenario is logical particularly when there
is not much difference in performance among all K scenar-
i0os. When the variance in performance among K scenarios
is large, a more statistically favorable aggregation would be
better, such as the median-case or the following measure.

3) Mean-Variance Aggregation: Instead of an average,
the mean and standard deviation of the objective function
among all K scenarios can be used for minimization prob-
lems:

LR f (K, x) = pf (%) + ko f (%), )

where aff (x) is the standard deviation of f() over K
scenarios. The parameter x can be chosen as 1, 2 or 3,
depending on the importance of the standard deviation over
the mean. Such an aggregate measure will give adequate
importance to the distribution of f() for different scenarios.

For maximization problems, ~ can be considered negative.
Due to its complexity, we do not consider this aggregation
scheme in this paper.

4) Weighted-Sum Aggregation: In a generic problem
setting, different scenarios may have different importance.
For example, if p-th scenario happens more often than g-
th scenario, then a large weight can be used for the p-th
scenario and the following weighted-sum function can be
used:

K
UL fhX) = —— S wef (b x), (5)

K
> k=1 Wk 1=y

Certainly, other aggregate methods are possible, but the
above presents the most common strategies. We now discuss
aggregate strategies for handling constraints under multiple
scenarios.

B. Handling Constraint Functions

A constraint function determines whether a solution is
feasible or not. For example, if the stress developed in
a structure must be at most the strength of the material
chosen for building the component, this constraint must
be computed and satisfied for every loading condition (say
k-th scenario). A check on the average of constraint val-
ues, weighted-sum of constraint values or other methods
discussed above is not enough to say that the solution is
feasible — the solution must satisfy every constraint for
every scenario. That is, only the worst-case aggregate of
the constraint function is applicable for handling constraints
under multiple scenarios. Thus, since the original constraint
is g; > 0, we always adopt the following aggregation
function for handling constraints:

K K
Ui=195(k, x) = min g;(k, x) > 0. (6)
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III. PROPOSED MULTI-OBJECTIVE MULTI-SCENARIO
APPROACH

The above approaches do not change the dimension of
the optimization problem. That is, the objective function and
constraint functions are modified by certain transformations
and the original single-objective optimization problem re-
mains as a single-objective problem. To solve such problems,
a single-objective optimization approach (a classical method
[5][6] or an evolutionary approach [7]) can be used to find
the optimal solution.

However, the multi-scenario single-objective optimiza-
tion problem (given in Equation 1) can be converted into a
multi-objective optimization problem, as follows:

Minimize (£(1,%), /(2,%),.. -, f(K,x)).
subject to UL, g;(k,x) >0, j=1,2,...,J, (7)
x; §xi§x§U), 1=1,2,...,n.

That is, the objective function computed for each scenario
now can be considered as a separate objective function,
thereby posing a multi-objective optimization problem. Al-
though the original problem is not a multi-objective one,
the multi-objectivization of the problem may help solve the
problem better, as found in other contexts [15][16]. The
constraint function can be considered using Equation 6.
Since each objective for each scenario is minimized, the
above problem may not have a single minimal solution,
particularly if scenarios are so different from each other
that they constitute a conflicting situation among multi-
scenario objective values [8]. For two or three scenario
problems, elitist non-dominated sorting genetic algorithms
(NSGA-II) [9] can be used, whereas for more than three
scenario problems, recently proposed NSGA-III [10] can be
used. Any trade-off Pareto-optimal solution will still satisfy
all constraints and under all K specified scenarios. Under
conflicting situation, a single trade-off solution must then be
chosen for implementation. The information of weights for
different scenarios can be used to perform a post-optimality
decision making to choose a preferred solution. The MCDM
literature [11][12] and recent EMO-MCDM studies [13][14]
suggest a number of methodologies for this purpose. The
knowledge of multiple trade-off solutions also allow a user
to have a better knowledge of different alternative solutions
which may be helpful in a longer run.

However, most real-world problems are multi-modal,
meaning that every scenario may give rise to a number
of optimal solutions. Although there may exist a common
optimal solution for all K scenarios, finding that solution
may be a difficult task. Figure 2 illustrates this aspect for a
hypothetical two-scenario maximization problem. Solutions
A to B are optimal for Scenario 1 and solutions A to C are
optimal for Scenario 2, but the only solution A is common
to both scenarios. Thus, when the problem is solved with
Scenario 1 alone, any point within AB can be obtained
(as they maximize the objective under Scenario 1). But
any solution on AB other than A does not simultaneously
maximize the objective function under Scenario 2. Pos-
ing the two-scenario problem as a two-objective problem
and solving for non-weak Pareto-optimal solutions makes
solution A as the target. NSGA-II [9] or NSGA-III [10]
approaches can be used for this purpose. Although a single

Optimal for
Scenario 2

£(2,x)

Optimal for
Scenario 1

£(1,x)

Fig. 2. Multiple scenarios are treated as a multi-objective optimization
problem. All feasible solutions are represented by the shaded region.
Solution A maximizes both scenarios.

solution is our target, due to the nature of the scenarios
themselves, the problem may be relatively easier to optimize
under some scenarios compared to others. In such problems,
although there will be only one Pareto-optimal solution for
a multi-objective optimization algorithm to find, seeking
for that single Pareto-optimal solution using the aggregate
approaches discussed in the previous subsection (worst-
case, average, or weighted-sum or mean-variance approach)
may overly emphasize on solving easier scenarios first by
ignoring the more difficult scenarios in the beginning of a
simulation run. In the context of the above figure, this may
cause an algorithm to converge to a solution like D. When
this happens, the search may have led to such a part in the
variable space from where it may be difficult to come out
and converge to the optimal region (AC) for the difficult
scenarios. What we would like to achieve in such situations
is a procedure that provides equal importance to all scenarios
from the start to the finish of an optimization run without
solving the scenarios in any hierarchical manner. Our multi-
objectivization approach allows a holistic optimization task
to be achieved, as the process would provide importance to
all scenarios simultaneously and importantly would keep a
useful diversity in solutions so as to not get ‘stuck’ dictated
by any particular influential scenario.

In the next section, we discuss a multi-scenario Byzan-
tine agreement problem. In the subsequent section, we
consider three different scenarios of the same problem and
demonstrate the usefulness of the multi-objective optimiza-
tion approach.

IV. BYZANTINE AGREEMENT PROBLEM

As a case study we focus on synthesizing fault-tolerant
programs for the Byzantine agreement problem [17][18]. We
utilize an evolutionary approach to synthesize programs. In
the Byzantine agreement problem, n processors communi-
cate with each other in order to reach an agreement on a
specific binary value. The problem consists of one general,
g and three non-generals, j, k, and (. First, the general makes
a decision and communicates it to the non-generals. After
communication with the general and with each other, the
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non-generals need to finalize their decisions. This com-
munication could be subject to a Byzantine fault where
the Byzantine participant (general or non-general) sends
incorrect values to other participants. It is necessary that
eventually all non-Byzantine non-generals finalize a decision
such that they satisfy a validity measure (if the general is
non-Byzantine, then all non-Byzantine non-generals finalize
their value to be equal to the decision of the general) and
an agreement measure (if the general is Byzantine, then the
finalized values by all non-generals are the same). Given the
structure of the problem, each process maintains a decision
variable d. We concatenate the name of the process to denote
the variable of that process. Hence, d.g denotes the decision
of process g, d.j denotes the decision of process j and
so on. The decision of a non-general can be 1, 0, or L
(where L denotes that the process has not yet received
the decision from the general). Additionally, each process
maintains a read-only variable b. Thus, b.j denotes that
process j is Byzantine. Finally, all non-generals maintain a
variable f; f.j denotes j has finalized its decision or whether
the decision of j is temporary.

A. Program Representation

In this work, the generated programs are round-based
distributed programs. The distributed system consists of a
finite number of processes. Each process is associated with
a set of variables, each with a finite domain. Some of
these variables are read-only and modified only by faults.
Other variables can be read or written by the process. These
processes execute in a round-based manner, i.e., in round
r, each process receives a message from (zero or more)
other processes. It utilizes the information received in these
messages to update its own state. Thus, the program of each
process has the structure shown in Figure 3.

Actions for variable x

if condition 1 then x = x;

elseif  condition 2 then z =0

elseif  condition 3 then x =1
Actions for variable y

if condition 1 then y =0

elseif  condition 2 then y =1

Fig. 3. Program structure for each process is given above

The conditions shown in Figure 3 are Boolean expres-
sions involving the state of the process and the messages
received by the process in the previous round. Statements
update the variables of the process and send messages that
will be used in the next round. For brevity of modeling, we
partition the variables of the process into public and private
variables. Intuitively, in each round, the process sends its
updated public variables.

The conditions of a statement are evolved by genetic
programming (GP), but the statements themselves are not.
Instead, they are specified by the designer. The approach to
design these statements is to choose a writable variable of
the given process and assign a value to it from its domain.
For example, if x is a Boolean variable of the program, then

two possible statements are z = true and x = false. Other
actions could be chosen by considering the specification,
e.g., if a variable is used to identify a distance from a
fixed node, it could be incremented or decremented based on
messages received by the process. We choose all variables
that a process could read and write. Then, for each variable,
we construct actions by assigning to that variable all possible
values allowed by the program specifications. For a writable
variable, the process in each round runs one of the actions
for this variable, or none of them, based on the conditional
statements evolved by GP.

B. Genetic Programming

The conditions shown in Figure 3 are evolved using a
stack-based GP [19][20]. The Stack-based GP has several
advantages in producing round-based programs. It is able
to directly perform on the linear statements, guarantees
the safety of resulting programs [21], and is not effected
by noneffective code (introns). The conditions shown in
Figure 3 regulate the execution of actions that are the targets
of evolution. Conditional statements consist of a series of
Boolean conditions connected by Boolean operators (A or
V). Each Boolean condition consists of any one of the
variables a process could read and compare with any value
from its domain or the same type of variable. Genotype used
in stack-based GP is comprised of one or more genomes that
are represented as a vector of integers. Each genome that
represents a series of conditional statements for a process
is decoded into conditions and Boolean operators, and these
conditions and operators are pushed into the operand stack
and operator stack respectively to obtain the corresponding
program. A generated program consists of multiple series of
such statements.

V. SIMULATION RESULTS

All simulations use a population size of 100 and the
genome size is 80. A single-point crossover operator with
pe = 0.95 and an integer-wise mutation with p,, = 0.0375
are used. We set the maximum number of generations to
500. All experiments are run on an intel CORE-i7 (2.9
GHz) machine with 8 GB RAM. Each solution is tested
in three different scenarios, and for each scenario, we run
the generated program for a pre-specified number of times
checking how many properties the program satisfies.

A. Modeling Objective Functions

The performance measure of a solution to the Byzantine
agreement problem must be considered for three different
criteria:

e  Validity: If the general is non-Byzantine, then the
final decision of a non-Byzantine non-general must
be the same as that of the general.

e Agreement: The final decision of two non-
Byzantine processes must be the same.

e  Termination: All non-Byzantine non-generals must
eventually finalize their decisions.

Using the above criteria, we evaluate a solution for three
different scenarios: (1) when no process is Byzantine, (2)
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when some non-general is Byzantine, and (3) when the
general is Byzantine. The goal of the GP is to evolve
programs that work well in all these scenarios. Next, we
describe how the objective function is constructed for each
scenario.

Scenario 1: No Byzantine process. The objective value of
individuals is calculated as the average of two distinct cases:
one in which the decision of the general is 0, and another in
which it is 1. For each of these cases, the objective function
of the individual is based on the nine properties that have to
be satisfied when there is no Byzantine process. Hence, for
the objective for Scenario 1 is defined as follows:

From validity: Q1 = (d.j == d.g),Q2 = (d.k ==
d.g),Qs = (dl==d.g)

From agreement: Q4 = (d.j == d.k),Q5 = (d.k ==
d.l),Qs = (d.j ==d.l)

From termination: Q7 = (f.j == 1),Qs = (f.k ==
1))@9:(f7l:: )

The objective function Fi,,_py-(P) is now calculated by
counting the number of properties that are satisfied and
normalized to one. Thus,

1 1L
—52§Z¥<

Scenario 2: One of the non-generals is a Byzantine. In the
following discussion, let [ be the Byzantine process of a non-
general. In round-based computation, each process sends
some information to other processes in each round. Mod-
eling Byzantine process in this context is straightforward: a
Byzantine process sends random decision values to other
processes (Possibly different decision values to different
processes). If [ is the Byzantine process then only @1, Q2,
R4, Q7 and Qg (denoted as Q) reicvant,) have to be satisfied.
Hence, we evaluate the candidate program for each of these
properties. This experiment is repeated for cases where the
initial decision of the general is 0 or 1 as well as for the
cases where processes j and k are Byzantine. A total of 120
runs are made in this scenario. Since this involves a total of
six possible experiments, each of which identifies how the
five properties are satisfied, the objective function is defined
as follows:

PE Q). (3

Fno_byz

Fbyz_non_geneTal(P) =

2 j,k,l
% Z %]Z %(f(P ’: Qrelevantbyz)~ (9)
d.g=1 byz

Scenario 3: The general is a Byzantine. If the general
is a Byzantine, then only Q4 — Q9 need to be satisfied.
This experiment is repeated n = 20 times and the objective
function is the average value of how these six properties
are satisfied in each experiment. The objective function is
computed as follows:

Fbyz_geneTal(Pg =
L 1P Q). 1o

In all three scenarios, the objective function is maximized.
Each of these objective functions has a maximum value

of one, and there exists at least one solution P that will
correspond to the maximum of all three objectives. We are
now ready to discuss results of our simulations.

B. Worst-Case Aggregation Results

In the worst-case aggregation, the objective function
is computed as the worst performance among the three
scenarios:

F(P) =

min (Fno_byz (P)v Fbyz_non_general (P)v Fbyz_general(P)) .
Figure 4 shows the variation of population-average objective
value of each scenario with the generation number. It is clear

Single objective (Worst Case)
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= |
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b 081 —%—— Scenario 1 |
o
=] . |
= Scenario 2
S 0.75¢ |
2 | Scenario 3
g 07} !
= |
=]
& 0.65 ;l |
5 |
2
< 0.6f |
0.55 :
|
0.5 L L L L L
0 20 40 60 80 100
Generation

Fig. 4. Variation of three objectives with generation is shown for the worst-
case aggregation method. The vertical dashed line shows the generation
when the optimal solution for all three objectives (equal to one) is obtained
for the first time.

from the figure that F,,_py. and Fyy. non_general Teach their
maximum values quickly, whereas Fiy. generar takes a large
number of generations to come close to its maximum value.
In this case, the optimal solution Px that maximizes all
three objectives is found at generation 98. The corresponding
solution is presented in Figure 5.

Actions for d.j

if (dj==LNAN(fj#1)AN(dj#1) then d.j=d.g

elseif (d.k ==d.l) A (d.k ==0) then d.j=0

elseif (d.k == d.l) then d.j=1

Actions for f.j

g2 A (A D)V (@ == 1) |
A((dl ==d.j) V (d.k == d.j)) then fj=1

Fig. 5.
Program

One of the Generated Solution for Byzantine Agreement

Although the optimal solution was found eventually, due
to the unequal emphasis for all three objectives in the worst-
case aggregation scheme, it was difficult for the GP to find
the optimal solution quickly.
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C. Average-Case Aggregation Results

The three objective functions are simply averaged here
and the average function value is maximized. Figure 6
shows the variation of population-average value of all three
objectives. A similar observation can be made here as well,

Single objective (Average Case)

1r ol dglcle
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091

085 ——— Scenario 1

Scenario 2
081

Scenario 3

0.75

0.7r

0.65 |

Average objective value of each scenario

0.6

0.55F

0.5 L L L ;
0 10 20 30 40 50
Generation

Fig. 6. Variation of three objectives with generation is shown for the
average-case aggregation method.

however, the convergence to the true optimal solution is
quick. Due to the averaging effect, although all three ob-
jectives get emphasized, the process still sets a hierarchical
importance to three objectives.

D. Mean-Variance Aggregation Results

Next, we use the following aggregate function derived
from three objective values:

F(P) = (Fno_byz (P)7 Fbyz_non_general(P)7 Fbyz_general (P))
—20 (Fno_byz (P); Fbyz_non_general (P); Fbyz_general (P)) .

and maximize F'(P). Figure 7 shows the variation of
population-average objective values. Due to the considera-
tion of both (increasing) mean and (reducing) standard devi-
ation of objective values, all three objectives get emphasized
and the optimization method is able to quickly converge to
the true optimal solution.

E. Weighted-Sum Aggregation Results

The worst-case and average-case aggregation results have
shown that it is relatively easy to solve Fl, py-(P) and
Foyz_non_generai(P), and in both cases the algorithm waits
until it solves the third objective to find the true optimum. If
for this reason or for another reason of preferring the third
objective more than the first two objectives, we use the fol-
lowing weighted-sum of three objectives as an aggregation
scheme:

F(P) = 0.25F0_py=(P) +0.25Fyy=_non_general (P)
—|—0.5Fbyz_general (P)a

and maximize F(P). Figure 8 shows the variation of
population-average objective values. Due to the emphasis

Single objective (Mean Variance)
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0.5 L L L ;
0 10 20 30 40 50
Generation

Fig. 7. Variation of three objectives with generation is shown for the
mean-variance aggregation method.

put on the third objective now, the third objective reaches
its maximum quickly, but the the first two objective takes
a long time to converge to their maximum values. Note
that for the third objective, there exist a number of optimal
solutions. Unfortunately, the algorithm converges to one
solution that does not correspond to the maximum of the
first two objectives. It takes the algorithm 200 generations to
find the optimum that is shared between all three objectives.
Therefore, if different weights need to be used for different
objectives, the use of a single weighted-sum of objectives
(F(P)) may not be the right way forward.

Single objective (Weighted Sum)
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Fig. 8.  Variation of three objectives with generation is shown for the
weighted-sum aggregation method.

F. Multi-objective Results

We employ NSGA-II procedure and solve the Byzantine
agreement problem as a three-objective optimization prob-
lem. NSGA-II does not require any additional parameters
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and identical genetic operators are used here. Figure 9 shows
the population-average objective values with generation. A
comparison of this figure with that obtained for all the
previous single-objective methods reveals an interesting fact.
All three objectives increase more or less in a similar
manner. Since all objectives are emphasized simultaneously
in a multi-objective optimization problem, the population
maintains a good diversity of solutions and no objective
is ignored or less-emphasized. The optimal solution for all
three objectives is also obtained quickly by this method.

Muilti-Objective

095

091

0851 ——— Scenario 1

08k Scenario 2

Scenario 3

0.75F

0.7r

0.65

Average objective value of each scenario

0.6
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I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I

0.5

0 10 20 30 40 50
Generation

Fig. 9. Variation of three objectives with generation is shown for the
multi-objective method.

G. Specific Bi-objective Aggregation Results

When the number of scenarios is large, the above multi-
objective approach will be required to handle many ob-
jectives. Unfortunately, NSGA-II or other domination-based
evolutionary approaches are not adequate in handling more
than three or four objectives. However, recently proposed
decomposition-based methods such as NSGA-III [10] or
MOEA/D [22] are potential algorithms for handling many
scenarios. Another approach to handling many scenarios
would be to club a few scenarios together into one class and
thereby reduce the number of scenarios for optimization. To
demonstrate this method, we merge the first two scenarios
into one and compute the combined objective function as
Fl (P) = (Fno_byz (P) + Fbyz_non_general(P)) /2 and use
the third objective as the second objective for a bi-objective
optimization (F2(P) = Fyys_general(P)). NSGA-II is then
employed to solve this specific bi-objective problem.

Figure 10 shows the variation of the population-average
objective value of each of the three original objectives. The
growth of three objective values is closer to each other,
meaning that the optimization algorithm is able to emphasize
all three objectives in a similar manner when arriving at the
optimal solution.

To summarize the outcome of all six methods, in Table I,
we tabulate the number of successful runs and best, median
and worst number of generations (of 25 runs) required to

Bi—Objective
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Fig. 10. Variation of three objectives with generation is shown for the
bi-objective method.

arrive at the optimal solution Px that maximizes all three
objectives. The best values are shown in bold font. The

TABLE 1. PERFORMANCE OF SIX ALGORITHMS FOR SOLVING
BYZANTINE AGREEMENT PROBLEM.
Optimization Success | Min # Median # | Max #
Approach Rate Gens. to Gens. to Gens. to
(%) Converge | Converge Converge

Worst-Case 92 8 98 172
Average-Case 92 6 29 111
Mean-Variance 96 6 31 366
Weighted-Sum 48 5 200 421

[ Multi-objective | 100 [ 5 [ 29 [ 386 |

| Bi-objective | 96 | 4 | 27 | 349 |

table shows that multi-objective methods are not only more
successful, but they are also quicker in most of their runs.
Among the single-objective methods, average-case and the
mean-variance methods are better for this problem.

VI. DISCUSSION

It is clear that multi-objective approach is able to main-
tain an equal emphasis on each of the three objectives from
the start to the end of the optimization process. The reason
for this behavior is the natural diversity among optimal
solutions for different objectives that an evolutionary multi-
objective optimization (EMO) method maintains. To inves-
tigate this aspect further, we compute a diversity measure as
follows.

At every generation, we compute the centroid F of
the population members in the objective space. Then, we

compute the the distance d; = \/23:1( fi — fi)? of each

objective vector from the centroid. The diversity measure is
then calculated by taking an average of the distance values,
or D= Zﬁil d;/N. When this measure is plotted with gen-
eration counter, it will indicate the diversity of the population
in the objective space. Figure 11 plots this diversity metric
for all six methods. It is clear from the plot that single-
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Fig. 11. Diversity measure D with generation counter for six methods of
this study.

objective methods lose diversity very quickly, whereas both
bi-objective and three-objective methods are able to maintain
a large diversity all along. For a method, if the optimal
solution Px is found, the variation after its occurrence in
the population is marked with a dashed line. A reason for
poor performance of some of the single-objective methods is
their rapid loss of diversity. Once the population gets stuck
to the optimum of one of the objectives and the population
diversity is small, evolutionary algorithms have difficulties
in getting out from there. In multi-scenario problems, an
optimal solution for all scenarios is the target, and getting
stuck to an optimum for one scenario is often detrimental in
arriving at the desired solution. It is now amply clear that
due to presence of diversity in the population throughout
the entire evolution process, multi-objective methods have
performed well in the Byzantine agreement problem.

VII.

In this paper, we have presented different methods
for addressing multi-scenario optimization problems which
often occur in practice. We then have discussed various
aggregation methods of deriving a single objective function
and constraint function value, which then can be used in an
optimization algorithm. We have also proposed generic and
specific multi-objective optimization approaches in which
objectives for different clusters of scenarios can be optimized
as a multi-objective manner. On a Byzantine agreement
problem, we have demonstrated that the multi-objective
approaches are able to maintain adequate diversity of the
solutions so generation operators of an evolutionary algo-
rithm are able to emphasize each objective function arising
from every scenario uniformly to eventually find the desired
optimum without getting stuck anywhere in the search space.

CONCLUSIONS

The idea portrayed and demonstrated in this paper is
generic and is ready to be applied to other multi-scenario
optimization problems from engineering and other compu-
tational optimization fields.
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