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Abstract—Many group decision making (GDM) problems under 
uncertain environments have vague and imprecise information in 
linguistic variable formats. Multi-granularity linguistic method 
with the process of symbolic computation is a typical tool to solve 
such problems, and can be associated with the popular 
computing with words domain. In the paper, we present 
numerical two-scale model which is the extension of symbolic 
computation model. Firstly, numerical two-scale representation 
model is proposed with two scale measurements. One is used to 
reflect the order of linguistic variable and the other is used to 
model vagueness. Secondly, we give numerical two-scale 
computational model in group decision making. We discuss the 
rules of symbolic method which directly compute with the two 
numerical measurements. Finally, some aggregation operators 
are developed. The new model has the advantage of avoiding the 
vague information losing without adding the calculation 
difficulty. 

I. INTRODUCTION 
When attempting to qualify phenomena related to human 

perception, for example, speed of a car, linguistic terms like 
“fast”, “very fast”, “slow” may be used instead of numerical 
values. There may be two reasons. One is the cost of its 
computation is too high, so an “approximate value” may be 
tolerated. The other is such accuracy is unnecessary. 
Linguistic variable as the good method to approximate human 
activities is provided. Linguistic variables are often presented 
as labels belonging to a linguistic term set and have the 
relation with fuzzy subsets. Computing with words (CWW) 
can deal with uncertainty, imprecision problems. As decision 
making is a typical human mental process, it seems natural to 
apply the CWW methodology in order to create and enrich 
decision models in which the information that is provided and 
manipulated has a qualitative nature [1]. In recent years, 
CWW has been used in group decision making (GDM) or 
multi-expert decision making (MEDM) by many researchers 
[1-5]. Because of the real-world’s complexity and dynamics, 
many financial and economical problems require advanced 
and sophisticated methods and tools to deal with issues like 

fast-learning, uncertainty etc [6]. 

In classical linguistic modeling [7-11], the fuzzy set or 
membership function associated with each linguistic label is 
often used to represent its semantic. They use classical fuzzy 
arithmetic to deal with the membership functions and obtained 
the outcome of a fuzzy set. Ranking functions are use to 
obtain a final numerical evaluation [12, 13]. But, in some 
practical applications, the determination of membership 
functions or fuzzy sets associated with linguistic labels is 
difficult or impossible. So these approaches based on fuzzy set 
or membership function have their restrictions. Linguistic 
symbolic computational models based on ordinal scales were 
researched [14-24]. Since the 2-tuple linguistic computational 
model [25] is proposed, many extensions to the 2-tuple 
linguistic model are developed. Xu [18] extend a discrete term 
set to a continuous term set by virtual linguistic terms. Tang 
and Zheng [26] model the linguistic uncertainty directly by a 
fuzzy relation on the set of linguistic labels. In addition, 
classical aggregation operators are extended to operators for 
linguistic information [21, 27-29].  

Since decision makers with different culture and different 
knowledge, it is reasonable for decision makers to provide 
their preferences with linguistic term sets of different 
cardinalities. This type of information is referred to as multi-
granularity linguistic information [8]. Transformation from a 
coarse granularity to a fine granularity is often needed in 
existing fusion methods. Some fusion methods [15, 30] for 
multi-granularity linguistic term sets are proposed to solve the 
GDM problem based on 2-tuple linguistic model. Previous 
methods can’t solve multi-granularity linguistic problems 
effectively. Computing with words can’t be manipulated like 
computing with real numbers. Some extended forms of 
classical aggregate operators can’t be directly used.  

To make the models more flexible, we present the concept 
of the numerical two-scale for ordinal linguistic term set and 
give suitable measurements with the purpose of taking 
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account the vagueness of linguistic terms. Computational 
techniques for multi-granularity linguistic terms are extended 
for GDM. 

II.  PRELIMINARY 

A. Linguistic Variables 
The concept of linguistic variables [31-33] is defined as a 

quintuple ),,),(,( MSULTL , in which L  is the name of the 
variable, )(LT  is the term set of labels or words of L , U  is 
the universe of discourse, S  is the syntactic rule, and M  is 
the semantic rule which associates with each linguistic label. 
In our model, the linguistic labels in term set )(LT  will be 
ordered. In our model, we assume the linguistic labels in a 
term set are ordered. We will use an ordered linguistic term set 

},,,{ 10 nsssS "= with nsss <<< "10  to represent a vague 
concept. Fig. 1 is an example of the linguistic tearm set T 
(Height) = {None(N), Very Low(VL), Low(L), Medium(M), 
High(H), Very High(VH), Perfect(P)}. 

 

Fig.1 A set of seven terms with their semantics 

B. Computational models Based on Symbolic Model 
Herrera and Martinez [25] define a symbolic representation 

model called linguistic 2-tuples and the process of symbolic 
translation. Together with this representation model they 
presente a computational technique to deal with linguistic 2-
tuples without loss of information. 

In the linguistic 2-tuples definition, let { }gsssS ,,, 10 "=  be a 
linguistic term set. Linguistic variables can be represented as 

),( αis , where is  is a linguistic term and α  is a numeric 
value representing the symbolic translation. This form can be 
translated to a value ],0[ g∈β  which is used to represent the 

value of linguistic 2-tuples. The translation function 1−Δ  and 
retranslation function Δ  are as following[25]:  

),5.0,5.0[],0[: −×→Δ Sg   (1) 

    
⎩
⎨
⎧

−=
=

=Δ
i
roundis

withs i
i βα

β
αβ

)(     ,
),,()(  (1) 

    ],0[)5.0,5.0[:1 gS →−×Δ−
  

βαα =+=Δ− isi ),(1  (2) 

Function (1) and (2) have defined the functions 
transforming numerical values into a 2-tuples and vice versa 
without loss of information, therefore, any numerical 
aggregation operator can be easily extended for dealing with 
linguistic 2-tuples. 

Wang and Hao [19] extend the 2-tuple fuzzy linguistic 
representation model to proportional 2-tuples. Proportional 2-
tuples is represented as Sss ii ∈− + ))1(,( 1αα . ],0[ g∈β  is also 
used to represent the value of proportional 2-tuples. The 
transform function π  and retransform function 1−π  
between numerical values and a proportional are given. 

)1())1(,( 1 αααπ −+=− + iss ii  (3) 

),)1(()( 1
1

+
− −= ii ssx ββπ  (4) 

where )(xEi = , E  is the integral part function, ix −=β . 
The aggregation operators for proportional 2-tuples are also 

given [19]. These aggregation operators can deal with 
linguistic labels which are not symmetrically distributed. So 
we can use this tool to deal with some complex problems. 

Xu [18] proposes the concept of virtual linguistic terms 
where a discrete term set is extended into a continuous term 
set. He called αs  the original linguistic term, where 

{ }tssssS ,,, 21 "α= . And he called αs  the virtual linguistic 
term, where { }],1[,1 tssssS t ∈≤≤= ααα .  

Dong, Xu and Yu [34] define the concept of numerical 
scale and extend the 2-tuple fuzzy linguistic representation 
models under the numerical scale (NS). They define the 
function RSNS →: , where )( isNS is the numerical index of 

is . 

We can see some applications of the symbolic models in the 
literatures [6, 23, 24, 35]. Aggregation operators that operate 
in numerical model can be easily extended in this linguistic 
model such as LOWA, LWD, LWA. But the proposed 
symbolic models don’t seem to prepare to solve multi-
granularity linguistic problems. 

III. A NEW VERSION OF SYMBOLIC MODEL 

A. Linguistic Hierarchy of Multi-granularity Linguistic 
Variables 

The linguistic hierarchical structure is composed of a set of 
layers. Each layer contains linguistic partitions with different 
granularity levels and fuzzy rules. It seems natural to allow 
decision makers to provide their preferences using different 
linguistic term sets, with different cardinalities and with 
different meanings for each label. For example, in a grading 
system a decision maker could choose to use a linguistic term 
set S1 =(Low, Medium, High) and another decision maker 
could prefer a linguistic term set with higher granularity as S2 
= (Very Low, Low, Medium, High, Very High) (he might be 
able to better discriminate his preferences about the 
alternatives). A linguistic hierarchy in two levels is established 
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(see Fig. 2).

 

                                         Fig2.  An example of LH
  
In linguistic GDM analysis, most of the proposals for 

solving GDM problems with linguistic information are 
focused on the cases where the information provided by 
experts is represented in one level. However, in practical 
GDM problems, the experts maybe use linguistic terms from 
different levels to express their individual assessment [15, 30, 
36]. In this paper, the problem of group decision of multi-
granularity linguistic term sets is the group decision whose 
preferences are from the different levels of linguistic 
hierarchy. In horizontal direction of a linguistic hierarchy, for 
an ordered linguistic term set },,,{ 10 nsssS "= , ranking can be 
easily got by comparing the subscript of labels. In vertical 
direction of a linguistic hierarchy, experts’ confidences about 
their preferences are reflected. In general, one expert uses 
labels in one level. Different levels describe different 
experts’ preferences. Information in vertical direction is 
omitted for a long time. Previous symbolic models can not 
reflect this information. Information in vertical direction is 
very useful when we solve multi-granularity linguistic GDM 
problems. 

When we transform the information of a label into a 
numerical measurement, the information should be two 
dimensions. The ranking information of label reflected though 
the functions as NSCCV ,,1−Δ , is the horizontal dimension. 
The vagueness information of label in vertical dimension is 
not reflected. Many papers develop linguistic decision models 
dealing with multi-granularity linguistic contexts and apply 
them to a multi-expert decision-making problem which may 
produce a loss of vagueness information. The vagueness 
information is contained in the term set, which is reflected 
through the granular number of the set. If we have more 
confidence about our preference, then we can subdivide the 
term set. So we choose the label in lower level whose granular 
number is larger. On the contrary, we choose the label in 
upper level.  

B. A Numerical Two-Scale Representation Model 
In our paper, multi-granularity linguistic variable is defined 

as follow:  

Definition 1：Let { }g
g

gg ssS ,,0 "=  be a linguistic term set, 
linguistic term is represented as gg

i Ss ∈ , where superscript g  
is the granule number of the term set; subscript i  is the order 
index.  

The numerical two-scale representation model is to 
represent a linguistic variable by two numerical measurements: 
order function and vague function. Selecting the 

RSFunctionScaleTwo →− :  ( )VagueOrder,  to quantify 
linguistic variables is the key problem. ( )VagueOrder,  should 
satisfy these conditions:  

1) In order to normalize the values of labels in 
different level, we require ]1,0[∈Order  and ]1,0[∈Vague ;  

2) If the linguistic term set of A  is vaguer than the 
set of B , then )()( BVagueAVague > . 

In this paper we deal with two kinds situations, one is the 
linguistic terms’ membership function is known, the other is 
unknown. If we know the membership function, it is described 
as triangular-shaped, symmetrical and uniformly distributed in 
[0,1]. So the numerical two-scale function has two types.  

The numerical two-scale function to quantify linguistic 
terms is defined as following. 

1) Linguistic term set can be described by fuzzy set or 
membership function  

Definition 2: ( )VagueOrder,  is defined as  

∫

∫
=
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i
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i
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i
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Ω∈x  is the linguistic label description. )(xg
is

μ is a 
function from Ω  into [0,1], and could be viewed as 
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membership function of a fuzzy concept g
is . 

2) Linguistic term set cannot be described by fuzzy set 
or membership function.  

Definition 3: ( )VagueOrder,  is defined as  
gsOrder g

i /)(1−Δ=  (7) 

g
Vague 1=  (8) 

In order to describe more information, decision makers can 
use composition language to express complete opinion. We 
give the definition of function to transform composite 
linguistic variables similar in definition 3 into numerical 
scales.  

Definition 4: Let { }g
g

gg ssS ,,0 "=  be a linguistic term set, 
S  be the ordinal proportional 2-tuple set Sss g

i
g
i ∈− + ))1(,( 1αα

generated by S . ( )VagueOrder,  is defined as: 

)()1()( 1
g
i

g
i sOrdersOrderOrder +⋅−+⋅= αα  (9) 

)()1()( 1
g
i

g
i sVaguesVagueVague +⋅−+⋅= αα  (10) 

In first place, membership functions of linguistic variables 
can contain more information, so it is very suitable for 
describe the vague information. But the models based on 
extension principle are very complicated. In order to compute 
simply, we have to discard some information in linguistic 
variables. We must remark that this is necessary.  

On the other hand, making a depth analysis of the label 
indexes, we can see that the difference between two levels can 
be described by the subscript. So the main representation 
problem of multi-granularity linguistic group decision making 
can be solved through using order and vague function at the 
same time. 

IV. A COMPUTATIONAL MODEL FOR NUMERICAL TWO-
SCALE REPRESENTATION MODEL 

A. Making the information uniform 
With a view to managing the multi-granularity linguistic 

information, we must make it uniform [15, 30]. Here give the 
steps of unifying two linguistic variables 21 , g

b
g
a ss . 

Step1.  Constructing TS  

We look for a TS  whose granule number ( g ) is the lowest 
common multiple (L.C.M.) of 21, gg . So ( )g

g
gg

T sssS ,,, 10 "=  

Step 2.  Transforming into TS  in the form of  
( )( ) ( )( ) ( )( ){ }g

g
g
g

ggggg
a sssssss ,,,,,, 1100

1 ααα "= , where ( )g
isα  means 

the degree of similarity to g
is , and ( ) ]1,0[∈g

isα .  

We define a transformation function to decide the ( )g
isα  

for g
is . 

⎪
⎪
⎪
⎪
⎪

⎩

⎪
⎪
⎪
⎪
⎪

⎨

⎧

<
⋅−−

≥
⋅−−⋅−−

=

0,0

0,

)(

1

11

1

11

1

11

g
g

g
g
ai

g
g

g
g

g
g
ai

g
g

if

g
g

g
g
ai

g
g

s g
iα  (11) 

Decision making problem with multi-granularity linguistic 
variables are traditional solved by fusion approach. We 
introduce the uniform process in order to conform to 
conventions of solving such problem. The difference 
between our uniform process and traditional uniform 
process is that our process does not need to know the 
membership function of linguistic variables. So if anyone 
want to follow fusion approach, then this subsection is useful.  

But in fact our computational model does not need this 
process. Because the unify process need large workload. Our 
aim is to simplify the computational process. So in the 
following subsection, we introduce the new aggregation 
method. 

B. Aggregation of Multi-granularity Linguistic Variables 
We discuss the rules based on two scale numerical 

representation model. Suppose A and B  are linguistic 
variables. And ]1,0[∈k . The computational model should 
satisfied following rules:  

( )

)()(  )4
)()(  )3

2/))()(()(  )2
)(/)()(/)()(  )1

AVagueAkVague
AOrderkAkOrder

BVagueAVagueBAVague
BVagueBOrderAVagueAOrderBAOrder

=⋅
⋅=⋅

+=⊕
+=⊕

 

so operational laws are as follows: 

1) g
ba

g
b

g
a sss )( +=⊕  

2) g
ka

g
a ssk =⊗  

3)
g

a

g
a

g
a

g
a n

i
i

n
ssss
∑

=⊕⊕⊕
=1

21
"  

4) g
a

g
b

g
b

g
a ssss ⊕=⊕  

5) 
2/)(

2
)(

2
)(

21

2

21

1

21

21 gg

g
ggb

g
gga

g
b

g
a sss +

⋅
+⋅

+
⋅
+⋅=⊕  

6) 1221 g
a

g
b

g
b

g
a ssss ⊕=⊕  

When two linguistic variables come from a same term set, 
symbolic methods direct operate on the numerical value of 
order function. Operational laws (1)-(4) are based on the 
operational laws of Xu [37]. For any two labels Sss ba ∈, ,

),,,( 10 gsssS "= , Xu [37] defines their operational laws as 
follows: 

βαβα +=⊕ sss  
λααλ ss =⋅ , where ]1,0[∈λ . 

For ba ss ,  are with the same granular, we can replace 
Sss ∈βα ,  with gg

b
g
a Sss ∈, . Then we can get the Operational 

laws (1)-(4).  

When 21 , g
b

g
a ss  are with different granular, we define 
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Operational law (5) as the operational rule of directly 
computing with the two numerical measurements 

Xu [38] stated that, “in general, the decision maker uses the 
original linguistic terms to evaluate alternatives, and the 
virtual linguistic terms only appear in operation”. In our 
model, the linguistic terms in decision process are also virtual 
linguistic terms. So the superscript g  and the subscript i  
maybe not integers, or satisfy the propositions as we have 
give above.  

In the other hand, our model can get the same result as 
existing symbolic models if we aggregate the linguistic 
variables from the same tem set. So there is no conflict with 
the existing symbolic models.    

Then we address some aggregation operators based on 
numerical two-scale model. In the traditional decision analysis, 
a weighting vector ( )pwwW ,,1 "=  is often associated with 
numerical values which satisfy the condition )1,0(∈iw  and 

1
1

=∑
=

p

i
iw . Collective preference values for the alternatives may 

then be obtained via a linguistic weighted aggregation 

operation, of the form ii

p

i
xwX ⊗= ⊕

=1
. So with the 

aforementioned operational laws based on numerical two-
scale model, we can propose some useful aggregation 
operators to solve most of the decision problems. 

A． Average operator 

∑

∑

=

=

=

=
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n

i
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i
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g
a

g
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g
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g
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a
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B． Average weighted operator 
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C． Linguistic ordered weighted averaging 

operator (LOWA) 

∑

∑

=

=

⋅
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where },,,{ *** 2

2

1

1

n

n

g
a

g
a

g
a sss "  is a permutation of 

},,,{ 2

2

1

1

n

n

g
a

g
a

g
a sss " , where i

i

g
as* is the i th linguistic variable.  

C. Comparison of Multi-granularity Linguistic Variables 
We can obtain a rank ordering by comparison of linguistic 

information represented by the numerical two-scale symbolic 
model.  

1) The first comparison way  

Suppose there are two labels i

i

g
as  and j

j

g
as , 

When ,
j

j

i

i

g
a

g
a > j

j

i

i

g
a

g
a ss ; ; 

When ,
j

j

i

i

g
a

g
a < j

j

i

i

g
a

g
a ss ≺ ; 

When ,
j

j

i

i

g
a

g
a =  

If ji gg < , then j

j

i

i

g
a

g
a ss ≺ ; 

If ji gg > , then j

j

i

i

g
a

g
a ss ; ; 

If ji gg = , then j

j

i

i

g
a

g
a ss ~  

The rule is in accordance with the idea what decision maker 
doesn’t like uncertainty. So when the ranking value is the 
same, we prefer labels with less uncertainty. 

2) The second comparison way is: 
Comparison of linguistic information is carried out 

according to the comparison of distance between two 
linguistic variables. 

Definition 5: Distance function between two linguistic 
variables

 

( ) ( )( )( ) ( ) ( )( )( )∑∑
+==

−−−+−−−−=
g

kk

g
kj

g
ki

k

k

g
kj

g
ki

g
a

g
a gkkssgkkssssD j

j

i

i
1

*

1

*

*

*

/)(1/)(1),( αααα

where { }*** ,max ji kkk = ， )( *
g
ki

i
sα  is the maximum in )( g

ki i
sα , 

and )( *
g
kj

j
sα  is the maximum in )( g

kj j
sα . 

Then we give the ranking rule: 

If 0),( >j

j

i

i

g
a

g
a ssD , then j

j

i

i

g
a

g
a ss ; ; 

If 0),( <j

j

i

i

g
a

g
a ssD , then j

j

i

i

g
a

g
a ss ≺ ; 

If 0),( =j

j

i

i

g
a

g
a ssD , then j

j

i

i

g
a

g
a ss ~ . 

Remark: Usually, the non-dominance choice degree defined 

by [39] is applied to decide the ranking of alternatives in 
GDM. This method can also be used to solve the problem of 
ranking multi-granularity linguistic term sets. Our two 
methods can obtain the similar ranking results to non-
dominance choice degree method.  

V. APPLICATION IN GDM 

A. Numerical two-scale Method for GDM 
A decision process of numerical two-scale method has two 

steps. Firstly, the collective performance evaluations of the 
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alternatives are obtained by means of an aggregation operator. 
Secondly, the choice of the best alternative(s) from the 
collective performance evaluations is performed. Use the first 
comparison way to choose the best alternatives.  

B. A Numerical Example  
Take the group decision example in paper [15] for example. 

These experts use different linguistic term sets to provide their 
preferences over the alternative set. The preferences of four 
experts come from four term sets: 

( ) ( ) ( )4
4

4
1

4
03

6
6

6
1

6
02

8
8

8
1

8
041 ,,,,,,,,,,, sssSsssSsssSS """ ==== . The 

preferences of four experts presented by the definition 1 are in 
Table.1： 

TABLE 1. The preferences of experts 
The preferences of 

experts 
ALTERNATIVES 

1x  2x  3x  4x  
 
 

Experts 
 

1p  8
4s  8

6s  8
3s  8

5s  
2p  6

3s  6
4s  6

3s  6
5s  

3p 4
2s  4

3s  4
2s  4

1s  
4p  8

4s  8
5s  8

3s  8
5s  

 

Using the numerical two-scale method 

7
5

8
5

4
1

6
5

8
54

5
5.2

8
3

4
2

6
3

8
33

6
5.4

8
5

4
3

6
4

8
62

8
4

8
4

4
2

6
3

8
41

},,,{

},,,{

},,,{

},,,{

sssssr

sssssr

sssssr

sssssr

==

==

==

==

φ
φ
φ
φ

 

where φ is the LOWA operator, ( )5.0,5.0,0,0=W . 

In the operator, },,,{ *** 2

2

1

1

n

n

g
a

g
a

g
a sss "  is a permutation of 

},,,{ 2

2

1

1

n

n

g
a

g
a

g
a sss " , where the comparison of linguistic 

information represented by numerical two-scale model is 
carried out according to the comparison of distance between 
two linguistic variables.  

Finally we also get 3142 rrrr ;;; . 

C. Comparative Analysis  
According to fusion methods [15, 30], the decision steps are 

concluded as following three steps. The only difference in the 
two papers is the transformation function. In our paper, we use 
the transformation function of equation (11).   

1) Making the information uniform 

Linguistic variables are transformed in the form of  

( )( ) ( )( ) ( )( ){ }g
g

g
g

ggggg
a sssssss ,,,,,, 1100

1 ααα "=  (12) 
Where ( )g

g
gg

T sssS ,,, 10 "= . 
2) Computing the collective performance values. 

The collective performance value of an alternative is 
obtained by means of the aggregation of these uniform 
representations. This collective performance value, denoted 

ir , is defined on TS  as 

( )( ) ( )( ) ( )( ){ }g
g

g
gi

gg
i

gg
i

i ssssssr ,,,,,, 1100 ααα "=  
( ))(,),(),()( 21

g
jn

g
j

g
j

g
j

i sssfs αααα "= , gj ",1,0=  
where f is an aggregation operator. 

3) Choosing the best alternatives 

Use the second comparison way to choose the best 
alternatives. 

Then we use the traditional fusion approach to solve the 
same numerical example, we get: 

Step1. Constructing TS  

Obtain the granular of TS , which is 24)8,4,6,8( =LCM . So 
we construct ( )24

24
24
1

24
0 ,,, sssS BLTS "= . 

Step2. Transforming to TS  

For example
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Step3. Aggregating preferences 

We take the OWA operator with weighting vector 
( )5.0,5.0,0,0=W . 

Globe preferences of alternatives are: 
( ) ( ) ( ) ( ) ( ){ }
( ) ( ) ( ) ( ) ( )
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Step4. Ranking 
Compare the globe preferences of alternatives: 

For example 

665.2),(
665.0),(

0291.0),(
498.2),(

099.1),(

41

42

43

31

21

−=
=

−=
=

−=

rrD
rrD
rrD
rrD
rrD

 

Finally we get 3142 rrrr ;;; . 
Remark: The result of the two methods is the same as the 

result in Chen and Ben-Arieh [30] paper. While in Herrera, 
Herrera-Viedma and Martinez [15] paper the alternatives 2x  
and 4x  are non-dominated with degree 1. So our result has 
more information. We can conclude the method is effective. 

VI. CONCLUSION 
Extension model based on linguistic 2-tuple representation 
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is proposed in this paper. The model makes a bridge between 
manipulation of perceptions and manipulation of 
measurements. In the linguistic hierarchy structure of multi-
granularity linguistic variables, two measurements are given. 
So transformation between multi-granularity linguistic 
variables becomes easier. The vagueness information losing 
problem can be solved. Another important innovation is that 
the fuzzy sets or membership functions of linguistic variables 
need not be known. This change conforms to reality.   

Some computing techniques based on the extension model 
are given for decision making. The aggregation operators for 
linguistic labels directly compute on numerical measurements. 
In terms of future research, the proposed approach can be 
extended to multiple attribute GDM problems where decision-
makers’ preferences are in the form of uncertain linguistic 
variables or non-homogeneous information. 

However, our research is based on the premise that labels 
are symmetrical and uniformly distributed. If we want to 
apply for unbalanced linguistic variables, new research is 
needed.  
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