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Abstract—Cluster validity index is a measure to determine the
optimal number of clusters denoted by (C) and an optimal fuzzy
partition for clustering algorithms. In this paper, we proposed
a new cluster validity index to determine an optimal number
of hyper-ellipsoid or hyper-spherical shape clusters generated by
Fuzzy C-Means (FCM) algorithm called as V IDSO index. The
proposed validity index jointly exploits all the three measures
named as intra-cluster compactness, an inter-cluster separation
and overlap between the clusters. The proposed intra-cluster
compactness is based on relative variability concept which is a
statistical measure of relative dispersion or scattering of data
in various dimensions within the clusters. The proposed inter-
cluster separation measure indicates the isolation or distance
between the fuzzy clusters. The proposed inter-cluster overlap
measure determines the degree of overlap between the fuzzy
clusters. The best fuzzy partition produced by the V IDSO index
is expected to have low degree of intra-cluster compactness,
higher degree of inter-cluster separation and low degree of inter-
cluster overlap. The efficacy of V IDSO index is evaluated on six
benchmark data sets and compared with a number of known
validity indices. The experimental results and the comparative
study demonstrate that, the proposed index is highly effective
and reliable in estimating the optimal value of C and an optimal
fuzzy partition for each data set because, it is insensitive with
change in values of fuzzification parameter denoted by m. In
contrast, the other indices [2], [3], [6], [7] fails to achieve the
optimal value of C due to it is susceptibility with change in m.

I. INTRODUCTION

In pattern recognition, one of the most widely used tech-
nique is Clustering [1]. It is an unsupervised learning approach
in which collection of unlabeled samples are grouped into a
meaningful clusters so that, the similarity between samples
within the cluster is maximized whereas the similarity between
the clusters is minimized. The major objective of clustering
algorithm is to partition the data set into C homogeneous
clusters [2] and derive insightful information based on the
similarity exhibits within each cluster. The partitions generated
by the clustering algorithm determines the belongingness of
these samples to the clusters. The produced partitions may
define the hard boundary for samples called as hard clustering.
In hard clustering, each sample belongs to only one cluster
with degree of membership equal to one or zero. In contrast,
the clustering algorithm may produce the fuzzy partitions
where the data points are given partial degree of memberships

in multiple nearby clusters.

The data points belong to multiple clusters with a degree
of membership between 0 and 1. One of the most widely used
clustering algorithm based on the fuzzy sets is defined as Fuzzy
C-Means (FCM) algorithm proposed by Bezdek [4], [11]. The
FCM algorithm detects clusters having centroid prototypes of a
roughly similar size i.e. distribution of data is in form of hyper-
ellipsoid or hyper-spherical shape [14]. It is required to pre-
specified number of clusters denoted by C for the computation
of fuzzy partitions in FCM algorithm. However, the partitions
produced by the clustering algorithm (hard or fuzzy) depend on
the choice of C. The problem of estimating the correct value of
C and finding the best partition from the partitions produced by
the clustering algorithm is done by calculating cluster validity
index [1]. In this paper, we propose a modified cluster validity
index designed for validating the fuzzy partitions produced by
standard FCM algorithm. However, many clustering algorithms
[4], [5] has been proposed by the researchers to produce
the fuzzy partitions. These algorithms generates the fuzzy
partitions, that are validated by the cluster validity index. As
stated above, FCM algorithm works well for the data sets
where the distribution of data is of hyper-ellipsoid or hyper-
spherical shape. Therefore, many cluster validity indices [1],
[2], [3] have been proposed by the researchers for validating
the fuzzy partitions produced by FCM algorithm on different
value of C where the generated clusters is of hyper-ellipsoid
or hyper-spherical shape. All these indices are mainly based
on the optimization of measures known as compactness and
separation, to determine best fuzzy partition. Compactness
measures the scattering or dispersion of samples within each
cluster. The small value of compactness measure indicates that,
the samples within each cluster are less scattered and tightly
bounded with each other. In contrast, separation determines
the segregation between the clusters from one another [2].

The first validity index proposed by Bezdek known as
partition coefficient (VPC) [7] and partition entropy (VPE)
[6] based on optimization of compactness measurement. The
(VXB) index proposed by Xie and Beni [8] is based on the
optimization of both the compactness and separation measure
to find the optimal fuzzy partitions. Another index proposed
by Fukuyama and Sugeno known as VFS index [9] also
determines the best fuzzy partition by optimizing compact-
ness and separation measure. Similar to the VFS index, the
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Rezaee proposed the VCWB index [3] which measures the
compactness by computing the variance of samples within
the cluster with respect to average scattering and then, it
combined the compactness measure with the Dist(c) which
measures the separation between the clusters. The value of C
which minimize the VCWB index, corresponds to the optimal
value of C. The above stated indices based on optimization
of intra-cluster compactness and inter-cluster separation but, it
fails to emphasize on the inter-cluster overlap measure which
has significant impact over fuzzy partitions. The next index
proposed by the Dae-Won Kim called as vos index [2], deter-
mines the optimal value of C by measuring the inter-cluster
separation and inter-cluster overlap. The optimal value of vos
index maximizes the separation and minimizes the overlapping
to determine the best fuzzy partition. However, the existing
validity indices, determines the true number of clusters by
jointly exploiting the compactness and separation measure or,
in other way, we can say that overlap and separation measures
are considered jointly. But, all these indices fail to exploit
all three measures jointly i.e. the intra-cluster compactness
within the cluster, inter-cluster separation and overlap measure
between the clusters.

In this paper, we proposed a new cluster validity index
(V IDSO) to find the optimal clusters form the number of
clusters generated by FCM algorithm where the generated
clusters is of hyper-ellipsoid or hyper-spherical shape [14].
It also validate the fuzzy partitions produced by the FCM
algorithm by jointly exploits all the three measures i.e., intra-
cluster cohesion or compactness based on relative variability,
the inter-cluster separation and overlap to determine the op-
timal number of clusters (C) and an optimal fuzzy partition.
The proposed intra-cluster compactness or cohesion, measure
the relative scattering or dispersion of data points in all the
dimensions. Thus, the dimension in which data points have
maximum dispersion is minimized to increase the overall
compactness within the clusters. The inter-cluster separation
computes the distance between fuzzy clusters, where the larger
distance indicates greater separation. Therefore, the distance
between the clusters that are less separated from each other
is maximized to increase the overall separation among all the
clusters. The inter-cluster overlap measure indicates the degree
of overlap between the fuzzy clusters. This degree of overlap
among the highly overlapped clusters is need to be minimized,
to reduce the overall overlapping among the fuzzy partitions
produced by FCM algorithm. Hence, the best fuzzy partition
is expected to have smaller value of cohesion or compactness
measure, low degree of overlap measure and larger distance or
separation measure.

The remainder of this paper is organized as follows:
Section II, is presented with the brief overview of the FCM
algorithm; The formulation of the proposed cluster validity in-
dex for FCM algorithm is described in Section III; Section IV,
illustrate the experimental results and comparison of proposed
validity index with various popular validity index on variety
of benchmark data sets. Finally, Section V, is presented with
the concluding remarks.

II. FUZZY C-MEANS CLUSTERING

Clustering is a mechanism of grouping the collection of
unlabeled data points into C homogeneous clusters such that,

the data points within the cluster are similar to each other.
One of the most widely used unsupervised clustering algorithm
that produces the fuzzy partitions called as FCM algorithm
[10]. Let a set X=[x1, x2, ..., xn] denotes the n data points
in d-dimensional Euclidean space Rd. The FCM algorithm
generates the fuzzy clusters denoted as FP={FP 1, ..., FP c}.
It allows the data points to belong to multiple clusters with
varying degree of membership denoted as µFP i

(xj)∈[0, 1],
such that

∑c
i=1 µFP i

(xj)=1; ∀xj ∈ X . Therefore, Uc =
{µ11, ..., µ1c} represents the set of fuzzy membership degree of
all the data points present in set X corresponding to C clusters.

The FCM algorithm iteratively minimizes the objective
function. The formulation of objective function is defined as
follows:

Jm(U, V,X) =
n∑
j=1

c∑
i=1

(µFP i
(xj))

m‖xj − vi‖2, 1 < m <∞

(1)

where, V =(v1, ..., vc) denotes the set of cluster prototype
of fuzzy clusters FP={FP 1, ..., FP c}; Vi ∈ Rd

m, the weighting exponent also called as fuzzification
parameter. It controls the degree of fuzziness between clus-
ters and also has significant impact over the performance of
FCM clustering algorithm. The steps of FCM algorithm are
presented in Algorithm 1, subsequently.

Algorithm 1 Fuzzy C-Means Clustering FCM(U,V)
Input: X = {x1, x2, ..., xn}; ε = 0.001;

U = {µFP 1
(xj), .., µFP c

(xj)}; 1 < m <∞
Output: U, V

1: Given a pre-decided number of clusters C where cmin ≤
C ≤ cmax; cmin=2, cmax=

√
N ; N represents the number

of training samples, initialize the fuzzy partition matrix U
corresponding to ∀xj ∈ FP where FP={FP1, ..., FPc},
such that

c∑
i=1

µFP i
(xj) = 1 (2)

2: while ‖ U l+1 − U l ‖> ε do
3: Compute the fuzzy cluster centers for all i = 1, ..., c

vi =

∑c
i=1[µFP i

(xj)]
mxj∑c

i=1[µFP i
(xj)]m

,∀i (3)

4: Update the fuzzy cluster membership

µFP i
(xj) =

‖ xj − vi ‖
−2

m−1∑c
k=1 ‖ xj − vk ‖

−2
m−1

,∀i, j (4)

5: Check fuzzy membership matrix obtained in Eq (4) such
that summation of degree of belongingness of each data
point xj to all the clusters should be 1 i.e.

c∑
i=1

µFP i
(xj) = 1 (5)

6: end while

The FCM algorithm iteratively minimizes the objective
function by randomly initializing the membership matrix Uc.
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It improves the set of cluster prototype V =(v1, ..., vc) and
the fuzzy membership set Uc in subsequent iterations. The
algorithm terminates when the change in the membership
values between two successive iterations is less than the
predefined threshold value ε.

The FCM algorithm produces the fuzzy partitions on the
pre-specified value of C. It is not always possible to predict
the correct value of C in advance and also it is not sure that
the pre-specified value of C will always produced an optimal
fuzzy partition. Different specifications of C values will pro-
duce different fuzzy partitions. Therefore, the fuzzy partitions
produced by FCM algorithm on each value of C require a
validation methodology. The validation methodology is used to
find the correct value of C is referred as cluster validity index
[1]. The cluster validity index [2] is a mathematical formula
evaluated for each fuzzy partition generated by FCM algorithm
on pre-assumed value of C where C ∈ [cmin, .., cmax]. The
value of C on which the validity indices achieves its optimal
value will indicate the true number of clusters (C). Thus, the
cluster validity index searches the true value of C which leads
to an optimal fuzzy partition.

III. THE PROPOSED VALIDITY INDEX FOR FCM

In this paper, we proposed a new validity index named
as V IDSO. The V IDSO index jointly exploits intra-cluster
compactness, inter-cluster separation and inter-cluster overlap
measure to evaluate the quality of fuzzy partitions produced
by FCM algorithm. The intra-cluster compactness, indicates
the density of the data points present within the cluster. The
small value of this term, indicates that data points are more
tightly coupled within the cluster thus, it results in higher
compactness. The proposed definitions and the formulation for
the same is briefly discussed in Section-A. Another important
measure used to validate the fuzzy partitions is defined as inter-
cluster separation, it indicates that how far apart the clusters
are located from each other. Higher value of this term indicates
the larger separation between the clusters. Related basics and
the proposed definitions involve in the computation of inter-
cluster separation is briefly discussed in Section-B. Next, one
more important factor used to evaluate the quality of fuzzy
partitions is the inter-cluster overlap, it indicates the degree
of overlap of data points between fuzzy clusters. The small
value of this term, indicates that the data points are more
clearly classified to one cluster. The proposed definitions for
the computation of inter-cluster overlap is presented in Section-
C. Thus, value of C which minimizes the V IDSO index is
consider as optimal number of clusters (or an optimal fuzzy
partition). Hence, optimal value of C is expected to minimize
the intra-cluster compactness within the cluster, maximize the
inter-cluster separation between the clusters and minimize the
inter-cluster overlap between the clusters.

A. Proposed Intra-cluster Compactness

As discussed earlier, the existing validity index [3] measure
the intra-cluster compactness based on the average variation
of data points within the cluster. Here, we proposed the new
intra-cluster compactness measure based on relative variability
concept known as coefficient of variation. It measures the
relative dispersion of data points in all the dimensions. The
dimension in which data points have maximum dispersion is

minimized by the proposed compactness measure denoted as
Disp(C, U) which in turn indicate that the overall dispersion
of data points in various dimensions within the cluster is
minimized. The proposed definitions for the computation
of intra-cluster compactness (Disp(C, U)) is presented as
follows:

Definition 1: Standard deviation of data points present
in set X in nth dimension is denoted by σ(X)n and is
defined as:

σ(X)n =

√√√√(

p∑
i=1

(xni )
2 − (µ(X)n × p)2/p)/p (6)

where, Xn = {xn1 , .., xni , .., xnp}; ∀xi ∈ Rn such that
σ(X) = [σ(X)1, ..., σ(X)n]; X ∈ Rn denote the data points
present in set X in n dimensions; µ(X)n =

∑p
i=1 x

n
i /n

indicates the mean of data points in nth dimensions; ∀xi ∈ X .

Definition 2: Coefficient of Variation of all the data
points present in set X in nth dimensions is denoted by
Coff var(X)n and is defined as:

Coff var(X)n =
σ(X)n

µ(X)n
(7)

where, Coff var(X)n ∈ Coff var(X) such that
Coff var(X) = [Coff var(X)1, ..., Coff var(X)n]

Definition 3: Standard Deviation of cth cluster in nth

dimensions is denoted as σnvc and given by:

σnvc =

√√√√1

p
[

p∑
i=1

(xni − vnc )2] (8)

where σvc = [σ1
vc , ..., σ

n
vc ] ; vc ∈ Rn with p data points such

that X = [x1, .., xi, .., xp];∀xi ∈ Rn

Definition 4: Coefficient of Variation of cth clusters in
nth dimension is denoted as Coff varnvc and is defined as:

Coff varnvc =
σnvc
vnc

(9)

where, Coff varnvc ∈ Coff varvc such that Coff varvc
= [Coff var1vc , ..., Coff varnvc ]

Definition 5: The overall Dispersion within C number
of clusters is defined as:

Disp(C, U) =

max
1≤i≤c

max
1≤j≤n

[Coff varjvi ]

max
1≤j≤n

[Coff var(X)j ]
(10)

In Eq (6), we proposed a formulation to compute the
dispersion of all the data points in each dimensions. The small
value of this terms indicates that the data points tends to
be close to each other in respective dimensions. Next, we
proposed the formulation in Eq (7) to compute the relative
dispersion of each data point in n dimensions. In Eq (8),
we proposed the formulation to compute the dispersion of
C number of clusters in each dimension. The small value of
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this term, indicates that the dispersion within C number of
clusters in each dimension is minimum. Next in Eq (9), we
proposed a formulation to compute the relative dispersion of
each cluster in n dimensions. Small value of this term indicates
the dimension in which each cluster has less dispersion with
respect to other dimensions.

Finally, the proposed definition in Eq (10), is a ratio of
max
1≤i≤c

max
1≤j≤n

[Coff varjvi ] and max
1≤j≤n

[Coff var(X)j ]. The

numerator compute the dispersion for all the clusters in each
dimension and finally consider the cluster which has maximum
variation in particular dimension. The denominator consider
the dimension in which all the data points have maximum
dispersion with respect to other dimensions. Therefore, eval-
uation of mathematical expression Disp(C, U) considers the
dimension in which the data points and clusters have maximum
dispersion relatively with other dimensions. Thus, it reflect the
overall dispersion corresponding to all the data points and C
clusters. Hence, small value of Disp(C, U) indicates the higher
compactness within the cluster.

B. Proposed Inter-cluster Separation based on Fuzzy Set

Inter-cluster separation is also an important measure for
estimating the quality of fuzzy partitions produced by FCM
algorithm. The proposed separation measure evaluates the
distance between the clusters by using the distance measure
in the fuzzy sets. Therefore, we utilize the similarity measure
suggested by Lee et al. [10]. The similarity between two fuzzy
cluster Fl and Fr at data point xj is defined as follows:

S(Fl, Fr) = max
1≤j≤p

min(µFl
(xj), µFr (xj));∀xj ∈ X (11)

The proposed separation measure represented as Sep(C, U)
considers the clusters with maximum similarity which
conversely, results in consideration of the clusters with
minimum separation. Therefore, the distance between the
clusters with minimum separation is maximized. Thus, it
indicates that the overall separation between the C clusters
is maximized. Hence, the value of C for which the distance
between the minimum separated cluster increases, indicates
the overall well separated fuzzy partitions. Various definitions
of proposed inter-cluster separation measure is presented as
follows:

Definition 1: The separation between the two fuzzy
clusters Fl and Fr is defined as follows:

Dist(Fl, Fr) = 1− S(Fl, Fr) (12)

Definition 2: The overall separation among (C) number of
clusters is defined as:

Sep(C, U) = min(Dist(Fl, Fr)) (13)

The proposed definition in Eq (12), compute the separation
among all the pairs of fuzzy clusters Fl and Fr. The proposed
definition for Sep(C, U) in Eq (13), consider a pair of fuzzy
clusters with minimum separation. Therefore, large value of
Sep(C, U) indicates that, the clusters which are separated by
minimum distance are far apart from each other which in turns
indicate the larger separation between other pairs of fuzzy
clusters. Thus, it results in generation of well separated fuzzy
partitions.

C. Proposed Inter-cluster Overlap Measure

In fuzzy clustering, overlapping is an important factor need
to be quantified by computing an inter-cluster overlap between
fuzzy clusters. The proposed inter-cluster overlap measure
compute overlap of each data point xj between two fuzzy
clusters is represented by R(xj , cp, cq) in Eq (14). Each data
point xj is assigned a degree of overlap depending on the
belongingness of that data point with respect to the clusters and
is denoted by δ(xj). The vague data is assigned a higher degree
of overlap than a clearly classified data point. Thus, total
overlap between two fuzzy clusters is defined as O(Fl, Fr) in
Eq (17). It is obtained by summing the overlap of all the data
points present in these clusters. Finally, the overlap between all
pairs of fuzzy clusters is defined as Overlap(C, U) in Eq (18)
which is computed by considering the pair of fuzzy clusters
having maximum overlap.

The fuzzy partitions and value of C on which
Overlap(C, U) achieve its minimum value will indicate
that, the overlap between the highly overlapped pair of
clusters is minimum. Thus, it reflects that, the other pairs of
fuzzy clusters will have lesser overlap. Therefore, it achieves
the best fuzzy partitions and results in well classified data
points within the clusters. Various formal definitions for
computing inter-cluster overlap is defined as follows:

Definition 1: The overlap of each data point xj between two
fuzzy clusters Fl and Fr is defined as follows:

R(xj , Fl, Fr) =


δ(xj), if

(
Dommin(xj) > 0 &

Dommax(xj) < 1
)

0.0, Otherwise

(14)

Where,

Dommin(xj) = min(µFl
(xj), µFr

(xj)) (15)

Dommax(xj) = max(µFl
(xj), µFr

(xj)) (16)

If data point xj is highly vague i.e. maximum degree of
membership Dommax(xj)≤0.5, then degree of overlap
δ(xj)=1.0. Conversely, if the data point xj is not vague
i.e. maximum degree of membership Dommax(xj)>0.5 &
Dommax(xj)< 1, then degree of overlap δ(xj)=[0.9, 0.1].
Otherwise, if data point xj is clearly classified to particular
cluster i.e. maximum degree of membership Dommax(xj)=1,
then degree of overlap δ(xj)=0.0.

Definition 2: The total overlap between two pairs of
fuzzy clusters Fl and Fr is defined as follows:

O(Fl, Fr) =
n∑
j=1

R(xj , Fl, Fr) (17)

Definition 3: The total overlap between all pairs of fuzzy
clusters is denoted by Overlap(C, U) and is defined as follows:

Overlap(C, U) = max
l 6=r

(O(Fl, Fr)) (18)
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D. Formulation of Proposed Validity Index

The proposed three measures i.e., Disp(C, U) in Eq (10),
Sep(C, U) in Eq (13) and Overlap(C, U) in Eq (18), are
jointly utilized to propose a new cluster validity index, V IDSO.
These three measures are of varying scales therefore, it needs
to conciliate through normalization approach. Thus, all the
three measures over varying C is defined as follows:

where, C=[cmin, ..., cmax]; cmin=2, cmax=
√
N ; N denotes

the number of samples.

Disp(C, U) = [Disp(2, U), ..., Disp(cmax, U)] (19)

Sep(C, U) = [Sep(2, U), ..., Sep(cmax, U)] (20)

Overlap(C, U) = [Overalp(2, U), ..., Overlap(cmax, U)]
(21)

The maximum value corresponding to each measure is com-
puted as:

Dispmax = max
cmin≤C≤cmax

[Disp(C, U)] (22)

Sepmax = max
cmin≤C≤cmax

[Sep(C, U)] (23)

Overlapmax = max
cmin≤C≤cmax

[Overlap(C, U)] (24)

We normalize Disp(C, U), Sep(C, U) and Overlap(C, U)
for each value of C with respect to their maximum values
Dispmax, Sepmax and Overlapmax. Thus, normalized value
of these measures are represented as:

DispN (C, U) =
Disp(C, U)

Dispmax
(25)

SepN (C, U) =
Sep(C, U)

Sepmax
(26)

OverlapN (C, U) =
Overlap(C, U)

Overlapmax
(27)

Where, DispN (C, U) represents the normalized value of dis-
persion of data points within the cluster, SepN (C, U) repre-
sents the normalized value of separation of data points between
fuzzy clusters and OverlapN (C, U) represents the normalized
value of overlap of data points between fuzzy clusters for a
fuzzy partition with a particular U and C; U denotes partition
matrix; C denotes the number of clusters.

The formulation of proposed validity index V IDSO is
defined as:

V IDSO(C, U) =
DispN (C, U) +OverlapN (C, U)

SepN (C, U)
(28)

The V IDSO index is calculated over varying values of C =
[cmin, ..., cmax]. The value of C and fuzzy partitions are optimal
on which the value of V IDSO(C,U) is minimum. Thus,
minimum value of V IDSO(C, U) indicates that, the data points
present within the clusters are more compact, clusters are
overlapped with a lesser degree and well separated from each
other. In Algorithm 2, we discuss the steps involved in the
validation of fuzzy partitions produced by FCM algorithm
which is validated using V IDSO index.

Algorithm 2 Evaluation of Proposed V IDSO(C, U) index
Input: X = {x1, x2, ..., xn};Uc = {µ11, .., µ1c}; cmin = 2;

C = [cmin, ..., cmax];m = [1.5, 2.5]; ε = 0.001;
cmax =

√
N ; N denotes the number of samples

Output:V Imin
DSO(c, U)

1: Initialize C = cmin; cmin = 2.
2: if C ≤ cmax then
3: Iteratively call FCM(U, V ) in Algorithm 1 for speci-

fied value of C.
4: Compute and store the value of compactness measure

Disp(C, U) in Eq (10), Separation measure Sep(C, U)
in Eq (13) and Overlap measure Overlap(C, U) in Eq
(18) for a fuzzy partitions obtained by FCM(U, V ) in
Algorithm 1 for the specified value of C.

5: C ←− C + 1
6: goto step 2
7: else
8: goto step 10
9: end if

10: Compute the normalized compactness measure
DispN (C, U) in Eq (25), normalized separation measure
SepN (C, U) in Eq (26) and normalized overlap measure
OverlapN (C, U) in Eq (27) for all values of C where,
C = [cmin, ..., cmax].

11: Compute the proposed validity index V IDSO(C, U) in Eq
(28) for all values of C where, C = [cmin, ..., cmax].

12: Find the correct value of C or an optimal fuzzy partition
and store the value of C that minimizes V IDSO repre-
sented as:

V Imin
DSO(C, U) = min

cmin≤C≤cmax

[V IDSO(C, U)] (29)

IV. EXPERIMENTAL RESULTS

In this section, experimentation is carried out to demon-
strate the effectiveness of the proposed validity index V IDSO
which measures intra-cluster compactness or dispersion based
on relative variability, inter-cluster separation based on simi-
larity measure and inter-cluster overlap. The effectiveness of
V IDSO index in comparison with other four indices is tested
over six benchmark data sets [12]. TABLE I, illustrates the
description of these data sets.

For each data set, we investigate the performance of
validity indices as discussed in Section I and Section III-D on
standard FCM algorithm for each value of C = [cmin, ..., cmax].

TABLE I. BASIC INFORMATION OF DATA SETS

Data sets Samples Features Classes
Iris 150 4 3

Wine 178 13 3
Vehicle 946 18 4
Seeds 210 7 3
Glass 214 10 6
Bupa 345 7 2
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(a) Iris Data set (b) Wine Data set (c) Vehicle Data set

(d) Seeds Data set (e) Glass Data set (f) Bupa Data set

Fig. 1. Scatter plot in two dimensional space indicating the optimal number of clusters (C) with circle for (a) Iris (b) Wine (c) Vehicle (d) Seeds (e) Glass (f)
Bupa datasets according to data distribution.

TABLE II. PARAMETER SPECIFICATION

Parameters Description Values
ε Termination criteria 0.001
m Weighting exponent 1 < m <∞
cmin Minimum number of cluster (C) 2

cmax Maximum number of cluster (C)
√
N

N Number of input samples Size of data set

TABLE II, represents the specification of parameters required
in computation of all the indices. The scatter plot of Iris, Wine,
Vehicle, Seeds, Glass, Bupa data sets in two dimensional space
is presented in Fig. 1(a) – 1(f) respectively. Fig. 2(a) – 2(f)
display the results corresponding to optimal number of clusters
determined by each index for m = 2 on six data sets.

Fig. 1(a), represents the plot of Iris data set contain 150
samples distributed in two dimensions i.e. sepal width and
sepal length. The distribution of data indicates that out of three
classes, two classes have substantial overlap while the third
class is well separated from the other two. One can argue in
favor of choosing C=2 or 3 but rather than considering three
separate clusters for three classes, if overlapped classes are
grouped in one single cluster then, it will reduce the number
of overlapped clusters. Therefore, C=2 is considered as optimal
number of clusters according to the geometric structure of data
as mentioned by Pal and Bezdek [13]. Fig. 2(a), presents the
optimal value of C determined by various validity indices over
varying C=[cmin, ..., cmax]; cmin = 2; cmax =

√
N ≈ 12. The

proposed validity index V IDSO and the existing indices VPC
[7], VPE [6], VCWB [3] achieve optimal value of C at 2. Thus,
it can be verified from above discussion that, C=2 is the correct
value of C [13] and it also represent the true number of cluster
according to the distribution of data. In contrast, vos [2] index
indicates C=12 as optimal number of clusters, thus it fails to
determine the correct value of C.

Fig. 1(b), represents the plot of Wine data set contain 178
samples distributed in two dimensions i.e. color intensity and
Flavonoids. The distribution of data shows that two classes
have substantial overlap while the third class is well separated
from the other two. So, C=2 or 3 can be chosen as optimal
clusters but rather than considering three separate clusters
for three classes, if overlapped classes are grouped in one
single cluster then, it will reduce the number of overlapped
clusters. Therefore, C=2 can be chosen as the optimal number
of clusters according to the geometric structure of data as
mentioned by Pal and Bezdek [13]. Fig. 2(b), highlight the
results computed where, the optimal value of C determined
by various validity indices over varying C=[cmin, ..., cmax];
cmin = 2; cmax =

√
N ≈ 13. The proposed validity index

V IDSO and the existing indices VPC [7], VPE [6], VCWB [3]
achieves its minimum value at C=2; thus, it indicate C=2 as the
optimal number of clusters which can also be inferred from the
above discussion and distribution of data that, true value of C
is 2. Thus, VPC , VPE , VCWB and the proposed V IDSO index
correctly recognize the presence of two clusters. In contrast,
vos [2] index indicates C=12 as optimal number of clusters.
This, index is sensitive towards the large value of C therefore,
it always achieves its optimal value at maximum value of C.
Thus, it fails to correctly determine the correct value of C.

Fig. 1(c), represents the plot of Vehicle data set contain
946 samples distributed in two dimensions i.e. Elongatedness
and PR. axis aspect ratio. Thus, spread of data in two dimen-
sions, indicates the presence of 3 as true number of clusters
(C). Fig. 2(c), demonstrated the results computed where, the
optimal value of C determined by various validity indices over
varying C=[cmin, ..., cmax]; cmin = 2; cmax =

√
N ≈ 29. The

proposed validity index V IDSO achieves its minimum value at
C=3; thus, it indicates C=3 as optimal number of clusters which
can also be verified with distribution of data shown in Fig. 1(c).
In contrast, VPC [7] and VPE [6] index indicate C=2, VCWB
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(a) Iris (b) Wine (c) Vehicle

(d) Seeds (e) Glass (f) Bupa

Fig. 2. Comparison between various validity indices VPC , VPE , VCWB , vos, V IDSO indicating the optimal number of clusters C at m = 2 for Iris, Wine,
Vehicle, Seeds, Glass and Bupa data sets

[3] index indicates C=5 and vos [2] index indicates C=29 as
optimal number of clusters. Thus, V IDSO index is only able
to correctly recognize the presence of three clusters expect this
all other indices fails to determine the correct value of C.

Fig. 1(d), represents the plot of Seeds data set contain 210
samples distributed in two dimensions i.e. length of kernel
groove and length of kernel. Thus, spread of data in two di-
mensions, indicates the presence of 3 as true number of clusters
(C). Fig. 2(d), demonstrated the results computed where, the
optimal value of C determined by various validity indices over
varying C=[cmin, ..., cmax]; cmin = 2; cmax =

√
N ≈ 14. The

proposed validity index V IDSO and the existing index VCWB

[3] achieves its minimum value at C=3; thus, it indicates C = 3
as optimal number of clusters which can also be verified with
distribution of data shown in Fig. 1(d). Thus, V IDSO and
VCWB correctly recognize the presence of three clusters. In
contrast, VPC index [7] and VPE index [6] indicates C=2 and
vos index [2] indicates C=14 as optimal number of clusters.
Thus, it fails to correctly determine the true number of clusters.

The scatter plot of glass data set contain 214 samples
distributed in two dimensional space shows the presence of 4

natural cluster according to the data distribution as presented in
Fig 1(e). In Fig 2(e), we have reported the result corresponding
to Glass data set where the optimal value of C is determined
by various validity indices over varying C = [cmin, ..., cmax];
cmin = 2; cmax =

√
N ≈ 14. The proposed Index V IDSO and

the existing index VCWB [3] attain its minimum value at C=4
and thus indicates C=4 as the optimal number of clusters which
also be inferred with distribution of data shown in Fig. 1(e).
These two indices only able to correctly discern the presence
of 4 natural clusters. In contrast, the other indices such as
VPC [7], VPE [6] indicate C=2 and vos [2] indicate C=14
as the optimal value of C. Thus, it can be inferred from the
distribution of data that the presence of 4 natural cluster is
being correctly identify only by the V IDSO and VCWB index
whereas the other indices VPC , VPE and vos fails to identify
correct number of clusters.

The distribution of Bupa data set contain 345 samples
dispersed in two dimensions shows the presence of 2 natural
clusters as presented in Fig 1(f). We have reported the results
in Fig 2(f), representing the optimal value of C determined
by various validity indices over varying C = [cmin, ..., cmax];

TABLE III. OPTIMAL NUMBER OF CLUSTERS C DETERMINED BY VALIDITY INDICES VPC , VPE , VCWB , vos AND V IDSO ON (A) IRIS (B) WINE (C)
VEHICLE (D) SEEDS (E) GLASS (F) BUPA DATA SETS WITH DIFFERENT VALUES OF m ∈ [1.5, .., 2.5] AT STEP SIZE OF 0.2.

(A) Iris

m VPC VPE VCWB vos V IDSO

1.5 2 2 2 12 2
1.7 2 2 2 12 2
1.9 2 2 2 12 2
2.1 2 2 2 12 2
2.3 2 2 3 12 2
2.5 2 2 3 12 2

(B) Wine

m VPC VPE VCWB vos V IDSO

1.5 2 2 2 11 2
1.7 2 2 2 13 2
1.9 2 2 2 12 2
2.1 2 2 2 13 2
2.3 2 2 4 13 2
2.5 2 2 4 13 2

(C) Vehicle

m VPC VPE VCWB vos V IDSO

1.5 2 2 3 29 3
1.7 2 2 3 29 3
1.9 2 2 3 29 3
2.1 2 2 6 29 3
2.3 2 2 20 29 3
2.5 2 2 22 29 3

(D) Seeds

m VPC VPE VCWB vos V IDSO

1.5 2 2 2 14 3
1.7 2 2 2 14 3
1.9 2 2 2 14 3
2.1 2 2 3 14 3
2.3 2 2 3 14 3
2.5 2 2 3 14 3

(E) Glass

m VPC VPE VCWB vos V IDSO

1.5 2 2 4 13 4
1.7 2 2 3 14 4
1.9 2 2 4 14 4
2.1 2 2 4 14 4
2.3 2 2 4 14 4
2.5 2 2 4 14 4

(F) Bupa

m VPC VPE VCWB vos V IDSO

1.5 2 2 3 18 2
1.7 2 2 3 18 2
1.9 2 2 5 18 2
2.1 2 2 5 18 2
2.3 2 2 7 18 2
2.5 2 2 11 18 2
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cmin = 2; cmax =
√
N ≈ 18. These indices attain its minimum

value at C=2 and thus, indicate 2 as the optimal number of
cluster for this data set. Thus, the presence of 2 natural clusters
according to the data distribution is correctly recognized by
VPC [7], VPE [6] and V IDSO index. In contrast, other indices
VCWB [3] and vos [2] achieves its minimum value at C=5 and
18, thus fails to identify the true number of clusters according
to the data distribution.

However, Pal and Bezdek [13] suggested that the FCM
algorithm provided the best results for m ∈ [1.5, .., 2.5]. Also,
they suggested [13] that validity index is considered reliable
when it is insensitive with change in values of m. Therefore,
we reported the results on six data sets in order to judge
the reliability of proposed validity index in comparison with
other validity indices by varying m in the range of [1.5, .., 2.5]
with a step size 0.2. In TABLE III(A), III(B) and III(F),
we reported the results for Iris, Wine, Bupa data sets which
shows that the V IDSO, VPC and VPE index correctly identify
optimal number of clusters (C=2) for all values of m which
can also be inferred from the distribution of data shown in
Fig. 1(a), 1(b), 1(f) indicate the presence of 2 natural clusters.
Thus, proposed index V IDSO along with other two indices
VPC and VPE is considered reliable for Iris, Wine, Bupa
data sets because optimal value of C does not change with
change in values of m. Similarly results reported for Vehicle,
Seeds, Glass data set in TABLE III(C), III(D), III(E) the
proposed index V IDSO is only able to correctly identify C = 3
for Vehicle, Seeds data set and C=4 for Glass data sets as
the optimal number of cluster for all the values of m. In
contrast, the optimal value of C determined by other indices
for m=[1.5, .., 2.5] vary with change in values of m. Thus, it
can be inferred from the above discussion that, the proposed
index V IDSO is the only index which correctly identify the
presence of true number of clusters on all the above stated data
sets at each value of m. Also optimal value of C determined by
V IDSO index for all the data sets is insensitive with change in
values of m. Hence, the V IDSO considered as the most reliable
index above all the other indices [2], [3], [6], [7] stated above.

V. CONCLUSION

In this paper, we proposed a new cluster validity index to
find the optimal clusters from the number of clusters generated
by FCM algorithm where, the generated clusters is of hyper-
ellipsoid or hyper-spherical shape [14]. The proposed (V IDSO)
index jointly handle three measures i.e. the intra-cluster com-
pactness, inter-cluster separation and overlap measure to deter-
mine the optimal number of clusters (C). The proposed intra-
cluster compactness measure based on the concept of relative
variability therefore, it evaluates the dispersion of data points
in all the dimensions. Then, it considers the dimension in
which data points have maximum dispersion. This is required
to minimize the over all dispersion of data points in all the
dimensions. Thus, value of C which minimizes the intra-cluster
dispersion and increase the overall compactness of data points
in all the dimensions is considered as optimal value of C.
The proposed inter-cluster separation measure evaluate the
separation between clusters using distance measure in fuzzy set
therefore, it considers the fuzzy clusters with minimum sepa-
ration. Hence, the value of C which maximize the inter-cluster
separation among the less separated clusters corresponds to the
optimal number of clusters. The proposed inter-cluster overlap

measure evaluates the degree of overlapping among every pair
of two fuzzy clusters. Hence, the value of C which minimize
the inter-cluster overlap among the highly overlapped clusters
corresponds to the optimal number of clusters. Therefore, the
value of C at which V IDSO index achieves its minimum value
corresponds to an optimal fuzzy partition and an optimal value
of C. In other way, optimal value of V IDSO index shows
that, the intra-cluster compactness is minimized, the inter-
cluster separation is maximized and the inter-cluster overlap
is minimized. Further, the experimental results demonstrate
the effectiveness and reliability of proposed V IDSO index in
comparison with various other indices on six benchmark data
sets. As presented in TABLE III, the proposed index for all
the six data sets always correctly determine optimal number
of clusters (C) independent of change in the values of m
whereas, the optimal number of clusters determined by other
indices changes with change in values of m. Therefore, the
proposed index is considered more effective and reliable over
other indices.
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