
 

 

 

  

Abstract—The linguistic weighted average (LWA) of interval 
type-2 fuzzy sets is an extension of the fuzzy weighted average 
(FWA) of type-1 fuzzy sets. Currently, the commonly used 
methods of both FWA and LWA are based on α-cuts 
decomposition of the type-1 of type-2 fuzzy sets, which involves 
large amount of calculations, and the result is not accurate. In 
this paper, we propose a new algorithm to obtain the analytical 
solution methods, which is more accurate and efficient than the 
current α-cuts methods. Some properties of the algorithms are 
discussed. A numerical example is used to illustrate our new 
proposed algorithms. 

Key words: Linguistic weighted average(LWA); fuzzy 
weighted average (FWA); discrete α -cuts; Karnik-Mendel 
(KM)  algorithm; analytical solution method. 

I. INTRODUCTION 
The fuzzy weighted average (FWA) is an important topic in 

fuzzy logic theory and applications[1-4]. It has been used in 
risk evaluation[5], multi-criteria decision making[6-8], 
information processing and decision making[9-12], etc.  An 
extensions of FWA which is linguistic weighted average 
(LWA) was also proposed [13, 14], which is widely used in 
investment decision making[15], social judgment 
making[15-17], hierarchical decision making[15, 18, 19] and 
perceptual computer (Per-C)[14, 15, 20]. 

LWA was the first proposed by Herrera and  
Herrera-Viedma [13] who considered LWA as type-1 fuzzy 
set. However, Mendel[15] said :“Words mean different things 
to different people and IT2 FS should be used as a FS model 
of a word”. Basing on that, Mendel and Wu[15] put forward 
the definition of  FWA with type-2 fuzzy sets. Let iX  

represent interval type-2 function set (IT2 FSs),  iW denote 
their corresponding TT2 FS weights. The LWA can then be  
expressed  as 
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FWAY  is also an  IT2 FS [17, 21].  
A recent important progress about computing the FWA is 

the use of the Karnik-Mendel (KM) algorithm [4, 22, 23]. The 
KM algorithm was originally used for computing the 
generalized centroid of interval type-2 fuzzy sets [24].  Liu 
and Mendel [4] connected the FWA with centroid 
computation of type-2 fuzzy set, and proposed a new α-cut 
based algorithm for solving the FWA problem using the KM 
algorithm. Liu and Mendel and Wu [22] and  Liu and Wang 
[22] proposed the analytical solutions for the FWA and 
general FWA operators respectively.  

The KM algorithm transforms the fractional programming 
problem into finding the optimal switch points of the α-cuts, 
and it converges monotonically and super exponentially fast 
[25]. Wu and Jerry Mendel [14] compute LWAY  and 

LWAY by the method of discrete α-cuts. Assuming there are n 
α-cuts on UMF and m α-cuts on LMF, one has to discretize 
each  iX and iW into a set of α levels and then compute each 
α-cut as an interval weighted average using KM algorithm.  
For an LWA problem discretized with m sample points in the 
value domain and n sample points in the membership value, 
we have to determine 2(m+n) optimal switch points.  Each 
optimal switch points need an iteration calculation with KM 
algorithms.  a large number of α levels  for UMF and LMF are 
need for high accuracy. Consequently, the final result 
of LWAY  and LWAY ,which is also a fuzzy set, can only be 
constructed approximately with many iterative calculations 
by connecting the solution of each α-cuts.  

In addition to the large number of calculations and the 
inaccurate outcome, the discrete α-cuts algorithm of LWA 
does not provide closed-form solutions, making it difficult to 
analyze the properties of the output, where usually a 
functional form is needed.  

In the paper, based on the ideas of  [22], we will give an 
alternative method and format for the solution of LWA in [14, 
17], We introduce an analytical method which is new to 
compute LWAY  and LWAY . This method has replaced the KM 
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algorithm in switch points with an alternative optimization 
criterion which can be directly connected with α, leading to 
the analytical solution for the LWAY and LWAY . Compared 
with the current α-cuts method, our new approach is more 
accurate and efficient; besides, the closed-form output is very 
convenient to express and provides possibility for further 
analysis. 

The rest of this paper is organized as follows. Section 2 
reviews the main contents on the FWA, which serve as the 
basis to deduce the LWA algorithm. In Section 3, we present 
the main idea of the LWA and explain the discrete α-cuts 
method for computing LWA, which, however, involves large 
amount of calculations. Section 4 introduces an analytical 
method to get LWA. It is much more efficient and accurate as 
will be shown. A numerical example is given to illustrate the 
analytical method algorithm in Section 5. In section 6, we do 
the summarizing job of the whole paper.  

II. PRELIMINARIES 
In this section, we will give an introduction on the the 

discrete α-cuts algorithms of FWA. 
The FWA [15] is defined as:  
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Where  iX   and iW   are all type-1 fuzzy set (T1 FS).  
Currently, the general approach of FWA problem (1) is 

discrete solution with α-cuts. The first step of the discrete 
computation method of (3) is to discretize all its fuzzy 
numbers using α-cuts.  For any j [0,1]α ∈ , the corresponding 

α-cuts of the T1 FS iX  and iW , can be expressed as: 

( ) [ ( ) , ( ) ]L R
i j i j i jX X Xα α α=  

and 
( ) [ ( ) , ( ) ]L R

i j i j i jW W Wα α α=  
For any j [0,1]α ∈ , the corresponding α-cuts of the FWA 

can be recognized as an interval weight average. 
Consequently , j( )FWAY α ,a closed interval, can be expressed 

as L R( ) [ ( ) , ( ) ]FWA j j jY Y Yα α α= .  
L( )jY α  and R( )jY α can be computed with 

Karnik-Mendel algorithms. For more details, please see [4, 
24, 25]. 

We have n α-cuts, where n can be determined by the 
tolerance error bound of the problem. For example, if one 
wants the solution error about α to be no more than 0.01, one 
chooses n = 100. Generally, the higher precision that is 
required, the bigger n becomes. In addition to that, we need to 
calculate  2n switch points in this process. 

At last, according to Decomposition Theorem, we connect 
all left coordinates L( ( ) , )j jY α α and all right coordinates 

R( ( ) , )j jY α α to form the  FWAY . 

The method of computing FWA can be used to compute 
the LWA. Linguistic weighted average (LWA) [14, 17] is an 
extension of the fuzzy weighted average (FWA). iX and 

iW are interval  type-2  fuzzy sets  (IT2  FSs) in the LWA , 
while they are type-1 fuzzy set in the FWA. Therefore, LWA 
consist of numerous FWAs. 

The following is the expression of LWA. 
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Where iX and iW are IT2 FSs, and  LWAY  is also an IT2 
FS. 

FWAY  is characterized by its FOU as: 

( ) [ , ]LWALWALWAFOU Y Y Y= . Where LWAY and LWAY are 

the LMF and UMF of LWAY  respectively, which are FWAs.  

Once LWAY and LWAY  are obtained, LWAY  is determined. The 

FOU of FWAY  is the area between LWAY and LWAY . 

The first step , getting LWAY  using discrete  α -Cuts [26].  

For any j [0,1]α ∈ , the jα  cuts on UMF of X  and W . 

The following intervals can be obtained. 
( ) [ ( ) , ( ) ]Ll Rr

i j i j i jX X Xα α α=  

( ) [ ( ) , ( ) ]Ll Rr
i j i j i jW W Wα α α=  

Where  [0,1]jα ∈  
According discrete α -Cuts method of FWA and the KM 

algorithm, the result of  ( )Ll jy α  and ( )Rl jy α  are as: 
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Where [0,1]jα ∈ .    

Then j( )LWAY α can be obtained: 
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 ( ) ( ( ), ( ))LWA j Ll j Rr jY y yα α α=  

Finally, we get LWAY . 
The second step, getting LWAY  using discrete  α  -Cuts. 

For any [0, ]
LWAj Yhα ∈ , the  jα  cuts on LMF of   iX   

iW and  LWAY  , the following intervals can be obtained. 

( ) ( ( ) , ( ) )Lr Rl
i j i j i jX X Xα α α=  

( ) ( ( ) , ( ) )Lr Rl
i j i j i jW W Wα α α=  

( ) ( ( ), ( ))LWA j Lr j Rl jY y yα α α=  

Where  [0, ]
LWAj Yhα ∈  

According discrete α  -Cuts method of FWA and the KM 
algorithm, Dongrui WU and Mendel [14] has the result of   

( )Lr jy α  ( )Rr jy α . 
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Where  [0, ]
LWAj Yhα ∈  

Then ( )LWA jY α can be obtained by 
 

( ) ( ( ), ( ))LWA j Lr j Rl jY y yα α α= . Finally, we get LWAY .  

The detailed process of computing LWA with α -cut 
method is given in Table I. 

The method of the discrete -Cuts has the following 
shortcoming to compute LWA:  

1.  The computation amount increases very fast. If the 
precision has an additional digit, such as the error bound 
limit from 0.01 to 0.001,the model will have to be solved 
2000 times, which is a 20 fold increase. 

2.  There is a large amount of repetitive computation, 
because the same model is used to solve switch points. We 
assume n -Cuts on UMF and m -Cuts on LMF. The switch 
points can be computed 2*(m+n) making use of KM 
algorithm. 

3. We can never get the exact values of LWAY  and LWAY  
regardless of how many α-cuts is taken. 

4.  Because we do not have mathematical expressions for 
the final solutions of LWAY  and LWAY  , it is hard to analyze 

the properties of the problem. We can only observe these 
properties with usually very limited numerical simulations. 

In the next section, we will present a new method, which 
can avoid those shortcomings. 

III. THE ANALYTICAL SOLUTION FOR THE LINGUISTIC 
WEIGHTED AVERAGE PROBLEM  

In this section, we use the analytical method to compute 

LWAY  and LWAY . The essence of the new method is to 
connect the points with the same optimal switch points 
together, so that the final solution can be expressed in an 
analytical way for LWAY  and LWAY . 

The advantage of this approach is that we can obtain an 
accurate analytical solution of the LWAY  and LWAY  as 

functions of α. Instead of connecting the LWAY and LWAY   
values at different α-cut levels, we can use the analytical 
solution to perform further analyses. And the repetitive 
iteration computation in the discrete algorithms for different 
α-cut levels for LWAY and LWAY   can be avoid. As a result, 
this method reduces the computation amount and improves 
computational efficiency. To get LWAY , we divided into two 

steps. The first is to get LWAY  and second LWAY . 

The first step----getting LWAY  using the analytical method   

The Cuts on UMF of iX and iW   get the following       

intervals, where α is a variable without assigning any values.  

( ) ( ( ) , ( ) )Ll Rr
i j jX X Xα α α= , ( ) ( ( ) , ( ) )Ll Rr

i j jW W Wα α α=  

Let 
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According equation (7) ( )Lly α  can be expressed as  
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TABLE I THE   DISCRETE α  -CUTS  TO COMPUTE LWA [14, 17]  

STEP LMF UMF 

1 
Select p  α -cuts for

LWAY  

[0, ]
LWAj Yhα ∈  j=1,2…n 

Select m α  -cuts for LWAY  
[0,1]jα ∈  j=1.2…n 

2 Set       j=1 Set       j=1 

3 
Sort ( )Lr

i jX α  (i = 1, 

2, . . . , n) in increasing 
order. 

Sort ( )Rl
i jX α  (i = 1, 

2, . . . , n) in increasing 
order. 

Sort ( )Ll
i jX α  (i = 

1, 2, . . . , n) in increasing 
order 

Sort ( )Rr
i jX α  (i = 1, 

2, . . . , n) in increasing order 

4 
Match the 

corresponding ( )Lr
i jW α , i = 

1, 2 . . . , n accordingly. 

Match the 
corresponding ( )Rl

i jW α , i = 

1, 2 . . . , n accordingly. 

Match the 
corresponding ( )Ll

i jW α , i 

= 1, 2 . . . , n accordingly. 

Match the 
corresponding ( )Rr

i jW α , i 

= 1, 2 . . . , n accordingly. 

5 
Using KM algorithm ,find 
optimal switch Lrk  

Using KM 
algorithm ,find optimal 
switch Rlk  

Using KM 
algorithm ,find optimal 
switch Llk  

Using KM 
algorithm ,find optimal 
switch Rrk  

6 Compute ( )Lr jy α  Compute  ( )Rl jy α  Compute  ( )Ll jy α  Compute  ( )Rr jy α  

7 ( ) [ ( ), ( )]LWA j Lr j Rl jY y yα α α=  ( ) [ ( ), ( )]LWA j Ll j Rr jY y yα α α=  

8 If j=p go to step3 

9 
Connect all left coordinates ( ( ), )Lr j jy α α  

( ( ), )Rl j jy α α to form the ( )LWA jY α  

Connect all left coordinates ( ( ), )Ll j jy α α  

( ( ), )Rl j jy α α to form the  ( )LWA jY α  
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1 1( ) ( )Rr Ll
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of 1( ) 0Rr
kW α+ > and 

1( ) 0Ll
kW α+ >  , whether 

( , 1) ( , ) 0Ll Llk kϕ α ϕ α+ − ≥ is determined by 

( , )Lld kα . And, if ( , )Lld kα is an increasing function 

with respect to k, then Llk k= , ( , 1) 0Ll Lld kα − < and 

( , ) 0Ll Lld kα ≥  ,   

 which means ( , ) ( , 1)Ll Llk kϕ α ϕ α< − and 

( , 1) ( , )Ll Llk kϕ α ϕ α+ ≥ , Llk must be the optimal 
switch point  of  ( )Lly α . 

Similarly , let 
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According equation (19) ( )Lly α  can be expressed 
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Consequently, we get the result of 
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 Because  1 1( ) ( )Rr Ll
k kW Wα α+ +>  , and all the values of   

1( ) 0Rr
kW α+ >  ,whether ( , 1) ( , ) 0Rr Rrk kψ α ψ α+ − ≥  

is determined by ( , )Rrd kα  . If ( , )Rrd kα is a decreasing 

function with respect to k, then when Rrk k= , 

( , 1) 0Rr Rrd kα − > and ( , ) 0Rr Rrd kα < , which means 

( , 1) ( , )Rr Rrk kψ α ψ α+ <  ( , 1) ( , )Rr Rrk kψ α ψ α− <  

and, Rrk must be the optimal switch point  of  ( )Rry α . 

So, we can get ( )LWAY α , ( ) ( ( ), ( ))LWA Ll RrY y yα α α=   
in an analytical way instead of the   two step α  -cut method.   
The analytical solution of  

( ) ( ( ), ( ))LWA Lr RlY y yα α α=   can be obtained in a 
similar way.  

The following theorem prove the the monotonicity of 
( , )Lld kα  and ( , )Lrd kα , so that the analytical solution of 

LWA can be guaranteed.  
   Theorem 1. The optimal solutions of   

( ), ( ), ( ), ( )Lr Lr Rl Rryy yyα α α α   with k = Llk     k = Lrk    

k = Rlk   and k = Rrk  can be determined as follows. 
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( , )Rld kα  is an decreasing function with respect to 

k (0 1)k n≤ ≤ − , and there exists a value of *
Rlk k=  

*0 1Rlk n< < − , such that ( , 1) 0Rl Rld kα − ≥   and 
*( , ) 0Rl Rld kα < .So *

Rlk  is the optimal  switch point 

to ( )Rly α .By the same token, *
Rrk is the optimal  switch 

point to ( )Rry α  . 
Proof:  Similar to the process in [22]. Omitted  
At first glance of Theorem I, it appears that for every  -cut 

level, we need to find the corresponding values of  *
Llk  , *

Lrk ,  
*
Rlk   and *

Rrk , which are similar to the various current -cut 
discrete algorithms; however, as we have analytical  
expressions for ( , )Ll Lld kα , ( , )Lr Lrd kα , ( , )Rl Rld kα       

and ( , )Rr Rrd kα    with parameter α . We can, determine  
*
Llk  , *

Lrk ,  *
Rlk   and *

Rrk  for some domain of α  instead of 
for a given specific value of α . With Theorems I, Table II 
gives detailed steps  to obtain the analytical solution. 
According to Theorem I, we have changed the determination 
of optimal switch point k from an iterative algorithm for a 
specific value of α  into inequalities. So, the analytical 
method is accurate and has no errors, which is very different 
from the approximate methods that connect the values for 
different -cut levels of the FWA together, whose accuracy is 
largely dependent on the how many units one divides the 

-cut domain [0, 1] into. This method also changes the 
optimal solution finding strategy from the point-based 
approximate solution to a patch-based exact solution which 
seamlessly covers the -cut interval [0, 1].  Compared with 
other discrete -cut based algorithms, this method is more 
accurate and efficient. 
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TABLE II THE ANALYTICAL METHOD TO COMPUTE LWA 

STE
P 

LMF UMF 

1 Sort  ( )Rl
iX α  ( )Lr

iX α  (i = 1, 2, .. , n) in increasing 

order. min[0, ]hα ∈  

Sort ( )Ll
iX α  ( )Rr

iX α  (i = 1, 2, . , n) in increasing 

order. [0,1]α ∈  

            
2 

Match the 
corresponding ( )Lr

iW α , i = 
1, 2 . . . , n, accordingly. 

Match the 
corresponding

( )Rl
iW α , i = 1, 2 . . . 

,n, accordingly. 

Match the 
corresponding ( )Ll

iW α , i 
= 1, 2 . . . , n, accordingly. 

Match the 
corresponding ( )Rr

iW α , i = 
1, 2 . . . , n, accordingly. 

 3 construct the left functions 
( , )Lr Lrd kα  

construct the right 
functions 

( , )Rl Rld kα  

construct the left 
functions ( , )Ll Lld kα  

construct the right functions 
( , )Rr Rrd kα  

            
4 

find optimal switch *
Lrk with 

*( , 1) 0Lr Lrd kα − < and
*( , ) 0Lr Lrd kα ≥  

find optimal switch 
*
Rlk with

*( , 1) 0Rl Rld kα − ≥ and 
*( , ) 0Rl Rld kα <  

find optimal 
switch *

Lrk with 
*( , 1) 0Lr Lld kα − < and 
*( , ) 0Ll Lld kα ≥  

find optimal switch *
Rrk with 

*( , 1) 0Rr Rrd kα − ≥  

and  *( , ) 0Rr Rrd kα <  

5 Compute  ( )Lry α  Compute  ( )Rly α  Compute  ( )Lly α  Compute ( )Rry α  

 6 ( ) [ ( ), ( )]LWA Lr RlY y yα α α=  ( ) [ ( ), ( )]LWA Ll RrY y yα α α=  

            
7  

1( )
[ , ]LWA

LWALWA
FOU Y

Y Y
=  

 
 

IV. NUMERICAL EXAMPLE 
Here, we will present an LWA example to illustrate our 

new method. The example is taken from [15]. Let 1=tiny,X  
2 =little, X  3 =sizeable,X 1=small,W 2 =medium,W  
3 =largeW , then the LWA can be expressed by  

* * *
LWA

tiny smll little medium sizable largeY
small medium large
+ +=

+ +  
Here all the linguistic variables are represented by IT2 FS. 

FOU data for those words in the Table III. FOU data for  those 
words. Each UMF and LMF is represented as a trapezoid. The 
fifth parameter for the LMF is its height. 

Next, we will show the analytical solution process of 
obtaining UMF of the LWA problem.  

The α-cuts of the above UMF numbers are: 
U Ll Rr

1 1 1( ) =[ ( )  , ( ) ]=[0, 2.63-2 ]X X Xα α α α
U Ll Rr

2 2 2( ) =[ ( )  , ( ) ]=[0.38+1.2 , 5.62-2.12 ]X X Xα α α α α
U Ll Rr

3 3 3( ) =[ ( )  , ( ) ]=[4.38+2.12 , 9.41-1.41 ]X X Xα α α α α
U Ll Rr

1 1 1( ) =[ ( )  , ( ) ]=[0.09+1.41 , 4.62-1.22 ]W W Wα α α α α
U Ll Rr

2 2 2( ) =[ ( )  , ( ) ]=[3.59+1.16 , 6.91-1.41 ]W W Wα α α α α
U Ll Rr

3 3 3( ) =[ ( )  , ( ) ]=[5.98+1.77 , 9.52-0.92 ]W W Wα α α α α  
Here we only give the computation process of the UMF of 
LWA with  ( )

UMFY xμ . 

The solution of  ( )Lly α  

Steps 1-2: It is obvious that for [0,1]α∀ ∈  , 

1 2 3( ) ( ) ( )Ll Ll LlX X Xα α α< <   , so no re-ordering of the  

( )Ll
iX α is need. 
Step 3-4:  Using the formulas for the α-cuts of UMF, 

construct the left difference functions ( , )Lld kα   for k = 0, 1, 
2, as: 

TABLE III THE LINGUISTIC VARIABLE VALUES OF NUMERCAL EXAMPLE 

 UMF LMF 

Tiny [0, 0, 0.63, 2.63] [0, 0, 0.09, 1.16, 1] 

Small [0.09, 1.5, 3.00, 4.62] [1.79, 2.28, 2.28, 2.81, 
0.4] 

Little [0.38, 1.58,3.5, 5.62] [1.79, 2.2, 2.2, 2.4, 0.24] 

Medium [3.59, 4.75, 5.5, 6.91] [4.86, 5.03, 5.03, 5.14, 
0.27] 

Sizeable [4.38, 6.5, 8, 9.41] [7.29, 7.56, 7.56, 8.21, 
0.38] 

Large [5.98, 7.75, 8.6, 9.52] [8.03, 8.36, 8.36, 9.17, 
0.57] 
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1 2 2

1 3 3

2

( ,0) ( ( ) ( ) )* ( )

( ( ) ( ) )* ( )

=-27.56-25.18* -5.14*

Ll Ll Ll
LL

Ll Ll Ll

d X X W

X X W

α α α α
α α α

α α

= −

+ −  

2 1 1

2 3 3
2

( ,1) ( ( ) ( ) )* ( )

( ( ) ( ) )* ( )
-22.16-7.65* -3.57*

Ll Ll Rr
LL

Ll Ll Ll

d X X W

X X W

α α α α
α α α

α α

= −

+ −

=

 

3 1 1

3 2 2
2

( , 2) ( ( ) ( ) )* ( )

( ( ) ( ) )* ( )

47.88-4.73* -3.42*

Ll Ll Rr
LL

Ll Ll Rr

d X X W

X X W

α α α α
α α α

α α

= −

+ −

=

 

Step 5: Observe that for  [0,1], ( ,1) 0Lldα α∀ ∈ <  ,  

and ( , 2) 0Lld α >  , hence, *
Ll 2k =  

Step 6: Construct  ( )Lly α  as : 

1 1 2 2 3 3

1 2 3
2

( ) * ( ) ( ) * ( ) ( ) * ( )( )
( ) ( ) ( )

206.04 2818.64 2881.82         
1751-126

Ll Rr Ll Rr Ll Ll

Ll Rr Rr Ll

X W X W X Wy
W W W

α α α α α αα
α α α

α α
α

+ +=
+ +

+ +=

 

2 The solution of  ( )Rry α  

Steps 1-2: It is obvious that for [0,1]α∀ ∈ , 

1 2 3( ) ( ) ( )Rr Rr RrX X Xα α α≤ ≤  , so no re-ordering of the 

( )Rr
iX α is need. 
Step 3-4:  Using the formulas for the α-cuts of UMF, 

construct the right differencial e functions  ( )Rrd α   for k = 0, 
1, 2, as: 

1 2 2

1 3 3

2

( ,0) ( ( ) ( ) )* ( )
( ( ) ( ) )* ( )

85.21-5.67* -.374*

Rr Rr Rr
Rr

Rr Rr Rr

d X X W
X X W

α α α α
α α α

α α

= − −

− −

=

2 1 1

2 3 3

2

( ,1) ( ( ) ( ) )* ( )

( ( ) ( ) )* ( )

35.81-0.93* -0.48*

Rr Rr Ll
Rr

Rr Rr Rr

d X X W

X X W

α α α α
α α α

α α

= − −

− −

=

3 1 1

3 2 3
2

( ,2) ( ( ) ( ) )* ( )

( ( ) ( ) )* ( )

-14.22-16.56* -1.66*

Rr Rr Ll
Rr

Rr Rr Ll

d X X W

X X W

α α α α
α α α

α α

= − −

− −

=

 

Step 5: Observe that for  [0,1]α∀ ∈  , ( ,1) 0Rrd α >  

and  ( , 2) 0Rrd α < , hence, *
Rr 2k =  

Step 6: Construct ( )Rry α as:  

1 1

1 2 3

2 2

1 2 3

3 3

1 2 3

2

( ) * ( )( )
( ) ( ) ( )

( ) ( )
( ) ( ) ( )

( ) ( )
( ) ( ) ( )

1 1 0 -1 9 .6 4 3 .9 8
1 3 .2 + 1 .6 5

R r L l

R r L l L l R r

R r L l

L l L l R r

R r R r

L l L l R r

X Wy
W W W

X W
W W W

X W
W W W

α αα
α α α

α α
α α α

α α
α α α

α α
α

=
+ +

+
+ +

+
+ +

−=

 

Step 7: By computing inverse functions of  ( )Lly α  and 

( )Rry α  , respectively, the closed form UMF solution of 

LMW, UMFY  can be obtained as  

2

2

-6.84-0.31

0.97 34.81 13.46 0.1 ,
1.65 0.63;

( ) 1, 3.63  5.82;
-2.47-0.21

0.13 -4 2138-145 2.72 ,
5.82 8.33

UMFY

x

x x
x

x x
x

e x x
x

μ

⎧
⎪
+ + +⎪
⎪ < <⎪⎪=                                   < <⎨
⎪
⎪
⎪+ +
⎪

< <⎪⎩

 

 
In a similar way, the analytical solution of LMF of the 

LWA problem can also be obtained as  

  

2

2

31.64 2.02*

-0.18* 40071 2313.51* 131.79* ,
4.2     4.6;

( ) 0.24,  4.6  5.2;
-0.64* -9.98

0.9* 0.51* -1.72* 221,
5.2     5.6;

LMFY

x

x x
x

x x
x

x x
x

μ

+

+ +    
 < <

=                                        < <

+ +                       
< <

⎧
⎪
⎪
⎪
⎪⎪
⎨
⎪
⎪
⎪
⎪
⎪⎩

 

Thus, we have obtained the analytical solution of LWA with 
its FOU as ( )

LMFY xμ  and ( )
UMFY xμ  respectively. 

V. CONCLUSIONS 
For the linguistic weighted average (LWA) problems 

expressed with interval type-2 fuzzy sets, to overcome the 
computational inefficiency and in accurate of the current  
α -cut method, the paper proposes an analytical solution 
method for LWA problem. Some properties of the solutions 
are discussed, and new algorithms to obtain the analytical 
solution are designed. A numerical example is used to 
illustrate our new proposed methods and algorithms.  

REFERENCES 
[1] H. Bustince, T. Calvo, B. De Baets, J. Fodor, R. Mesiar, J. 

Montero, et al., "A class of aggregation functions 
encompassing two-dimensional OWA operators," 
Information Sciences, vol. 180, pp. 1977-1989, May 
2010. 

1792



 

 

 

[2] P. T. Chang, K. C. Hung, K. P. Lin, and C. H. Chang, "A 
comparison of discrete algorithms for fuzzy weighted 
average," Fuzzy Systems, IEEE Transactions on, vol. 14, 
pp. 663-675, 2006. 

[3] W. Dong and F. Wong, "Fuzzy weighted averages and 
implementation of the extension principle," Fuzzy Sets 
and Systems, vol. 21, pp. 183-199, 1987. 

[4] F. Liu and J. M. Mendel, "Aggregation Using the Fuzzy 
Weighted Average as Computed by the Karnik-Mendel 
Algorithms," IEEE Transactions on Fuzzy Systems, vol. 
16, pp. 1-12, 2008. 

[5] T. Sachs and R. L. K. Tiong, "Quantifying Qualitative 
Information on Risks: Development of the QQIR 
Method," Journal of Construction Engineering and 
Management, vol. 135, p. 56, 2009. 

[6] K. C. Hung, P. Julian, T. Chien, and W. T. Jin, "A 
decision support system for engineering design based on 
an enhanced fuzzy MCDM approach," Expert Systems 
with Applications, vol. 37, pp. 202-213, 2010. 

[7] C. Lin, B. Tan, and P. J. Hsieh, "Application of the Fuzzy 
Weighted Average in Strategic Portfolio Management*," 
Decision Sciences, vol. 36, pp. 489-511, 2005. 

[8] T. C. Wang and T. H. Chang, "Application of TOPSIS in 
evaluating initial training aircraft under a fuzzy 
environment," Expert Systems with Applications, vol. 33, 
pp. 870-880, 2007. 

[9] S. Ghazinoory, A. Esmail Zadeh, and A. Kheirkhah, 
"Application of fuzzy calculations for improving 
portfolio matrices," Information Sciences, vol. 180, pp. 
1582-1590, 2010. 

[10] D. Lee, C. Lee, and M. T. Pietrucha, "Evaluation of 
driver satisfaction of travel information on variable 
message signs using fuzzy aggregation," Journal of 
Advanced Transportation, vol. 42, pp. 5-22, 2008. 

[11] C. C. Wei and H. W. Chang, "A new approach for 
selecting portfolio of new product development 
projects," Expert Systems with Applications, 2010. 

[12] W. Y. Wu, C. Lin, J. Y. Kung, and C. T. Lin, "A new 
fuzzy TOPSIS for fuzzy MADM problems under group 
decisions," Journal of Intelligent and Fuzzy Systems, vol. 
18, pp. 109-115, 2007. 

[13] F. Herrera and E. Herrera-Viedma, "Aggregation 
operators for linguistic weighted information," Systems, 
Man and Cybernetics, Part A: Systems and Humans, 
IEEE Transactions on, vol. 27, pp. 646-656, 1997. 

[14] D. Wu and J. M. Mendel, "Aggregation using the 
linguistic weighted average and interval type-2 fuzzy 
sets," Fuzzy Systems, IEEE Transactions on, vol. 15, pp. 
1145-1161, 2007. 

[15] J. M. Mendel, J. Mendel, and D. Wu, Perceptual 
computing: Aiding people in making subjective 
judgments: Wiley-IEEE Press, 2010. 

[16] D. Wu and J. M. Mendel, "Social Judgment Advisor: An 
Application of the Perceptual Computer," 2010, pp. 1-8. 

[17] D. Wu and J. M. Mendel, "The linguistic weighted 
average," in 2006 IEEE International Conference on 
Fuzzy Systems, 2006, pp. 566-573. 

[18] J. M. Mendel and D. Wu, "Computing with words for 
hierarchical and distributed decision making,¡±," ed: 
Paris, France: Atlantis Press, 2010. 

[19] D. Wu and J. M. Mendel, "Computing with words for 
hierarchical decision making applied to evaluating a 
weapon system," Fuzzy Systems, IEEE Transactions on, 
vol. 18, pp. 441-460, 2010. 

[20] J. M. Mendel and D. Wu, "Perceptual reasoning for 
perceptual computing," Fuzzy Systems, IEEE 
Transactions on, vol. 16, pp. 1550-1564, 2008. 

[21] J. M. Mendel and H. Wu, "Type-2 fuzzistics for 
symmetric interval type-2 fuzzy sets: Part 1, forward 
problems," Fuzzy Systems, IEEE Transactions on, vol. 14, 
pp. 781-792, 2006. 

[22] X. W. Liu and Y. M. Wang, "AN ANALYTICAL 
SOLUTION METHOD FOR THE GENERALIZED 
FUZZY WEIGHTED AVERAGE PROBLEM," 
International Journal of Uncertainty Fuzziness and 
Knowledge-Based Systems, vol. 21, pp. 455-480, Jun 
2013. 

[23] X. W. Liu, J. M. Mendel, and D. R. Wu, "Study on 
enhanced Karnik-Mendel algorithms: Initialization 
explanations and computation improvements," 
Information Sciences, vol. 184, pp. 75-91, Feb 2012. 

[24] N. N. Karnik and J. M. Mendel, "Centroid of a type-2 
fuzzy set," Information Sciences, vol. 132, pp. 195-220, 
2001. 

[25] J. M. Mendel and F. Liu, "Super-exponential 
convergence of the Karnik¨CMendel algorithms for 
computing the centroid of an interval type-2 fuzzy set," 
Fuzzy Systems, IEEE Transactions on, vol. 15, pp. 
309-320, 2007. 

[26] D. Wu and J. M. Mendel, "Corrections to "Aggregation 
Using the Linguistic Weighted Average and Interval 
Type-2 Fuzzy Sets"," Fuzzy Systems, IEEE Transactions 
on, vol. 16, pp. 1664-1666, 2008. 

  

 

1793




