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Abstract--This paper proposes an indirect adaptive  fuzzy 

neural network controller with state observer and 

supervisory controller for a class of uncertain nonlinear 

dynamic time-delay systems. The approximate function 

of unknown time delay system is inferred by the adaptive 

time delay fuzzy logic system. The supervisory controller, 

which can be combined with fuzzy neural network 

controller, will work when error dynamics is great than a 

constant which is determined by designer. Therefore, if 

the system is unstable, the supervisory controller will 

force the state to be stable. The free parameters of the 

indirect adaptive fuzzy controller can be tuned on-line by 

observer based output feedback control law and adaptive 

laws by means of Lyapunov stability criterion. The 

resulting of simulation example shows that the 

performance of nonlinear time-delay chaotic system is 

fully tracking the reference trajectory. Meanwhile 

simulation results show that the adaptive control effort of 

the proposed control scheme is much less due to the assist 

of the supervisory controller. 

Keywords: Adaptive control, fuzzy neural networks 

(FNN), nonlinear time delay systems, observer and 

supervisory control. 

I. Introduction 

Many control systems have the problem of time 

delay which are infinite dimensional in nature. No matter 

the presence of pure time delay is in a control or/and state, 

it always lead to the poor performance and instability. To 

solve the great challenge of its stability, time delays were 

pay full attention in academia [1-4]. In order to handle the 

nonlinear time-delay systems, Lyapunov theory of 

stability and indirect adaptive fuzzy control have been 

used. 

For the past few years, adaptive control for 

feedback linearization nonlinear systems has been 

discussed [5-6]. There are two kind of adaptive control 

techniques, including direct adaptive control (DAC) and 

indirect adaptive control (IAC) [7-9]. On the other hand, 

the fuzzy-neural control which were proven can precise 

model any nonlinear system due to the ubiquitous 

approximation theorem. For example, [10-11] shows that 

the fuzzy-neural network can model unknown functions 

in dynamic systems effectively. However the nonlinear 

system and an approximate fuzzy-neural network exists 

an error which will degenerate the stability and control 

performance. Besides, the state which cannot be 

measured is another problem for nonlinear system. 

Therefore, an adaptive fuzzy-neural control has been 

proposed to combine with the expert information 

systematically and the stability which is guaranteed by 

theoretical analysis [12-18]. Also the concept of the state 

observer and constructor, which was proposed by Lven 

Berg, Bath and Bertrand, can solve the problem of the 

state which cannot be measured. In [12], the unknown 

nonlinear dynamical systems was successfully control by 

indirect adaptive control-based on fuzzy-neural network 

with observer. Also in [13] has been proposed the concept 

of supervisory control which can be connected with 

fuzzy-neural network controller. Nevertheless the indirect 

adaptive control-based on fuzzy-neural network with 

observer and combine with supervisory control to 

unknown nonlinear dynamical time delay system has 

never been shown in any publication. 

In this paper, we propose an indirect adaptive 

control based on fuzzy neural network controller with 

state observer and supervisory controller for a class of 

uncertain nonlinear dynamic time-delay systems. The free 

parameters of the adaptive fuzzy-neural controller can be 

tuned on-line by an observer- based output feedback 

control law and adaptive law. Also a supervisory is 

observed from time to time by a human who, when 

deeming it necessary, intervenes to modify the control 

algorithm in some way. Therefore, if the system is 

unstable, the supervisory controller will force the state to 

be stability. It is economical design methodology in 

respect of control efforts. 

The rest of paper is organized as follows. The 

problem formulation is first made in section II. The 

description of adaptive time delay fuzzy neural networks 

system is in section III. Indirect adaptive control law 

design based on fuzzy neural network controller with 

observer and supervisory controller shows in section IV. 

Section V shows the simulation examples and the 

performance of results. Conclusions are given in the last 

section, section VI. 

 

II. PROBLEM FORMULATION 

Consider the nth-order nonlinear dynamical system with 

time delay of the form 

1 2x x=
 

1n n
x x− =  

1 1
[ , ( ) ( )] [ , ( ) ( )]

n r r
x f x x t x t g x x t x t u dτ τ τ τ= − − + − − +

1
y x=  

( ) ( ) [ ], ,0ix t t t ς= Ξ ∈ −                      (1) 

where f and g are unknown but bounded functions and

u R∈ , y R∈  are the control input and output of system, 

respectively. d is the external bounded disturbance and
r

τ

denotes the time delays. ( )tΞ  is the initial state of the 
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system, { }max 1 rς τ= ≤ . 

Let 

1
( , ) [ , ( ) ( )]

r
f x f x x t x tτ τ τ= − −  

1
( , ) [ , ( ) ( )]

r
g x g x x t x tτ τ τ= − −  

We can rewrite (1) in state-space representation 

[ ( , ) ( , ) ]x Ax B f x g x u dτ τ= + + +   

Ty C x=                                      (2) 

where 

0 1 0 0

0 0 1 0

0 0 0 1

0 0 0 0

A =    

1

0

0

C =    

0

0

1

B =  

and ( 1)

1 2
[ , ,... ] [ , ,... ]T n T n

n
x x x x x x x R−= = ∈ is a state 

vector, but not all x are supposed to be available for 

measurement. Except for the system output y is assumed 

to be measurable. Besides, it is required that ( , ) 0g x τ ≠  

for x  in a certain controllability region to make (2) be 

controllable. 

First of all, the reference signal vector ry , the 

tracking error vector e  and estimation error vector ê  

are defined as 

( 1), , ,
T

n n

r r r ry y y y R−= ∈  

( 1), , ,
T

n n

re y x e e e R−= − = ∈  

( 1)ˆ ˆ ˆ ˆ ˆ, , ,
T

n n

r
e y x e e e R−= − = ∈  

where x̂  and ê  devote the estimates of x  and e ,  

respectively. 

If the function ( , )f x τ  and ( , )g x τ  are known 

and the system is without the external disturbance d, then 

control law of the certainty equivalent controller is 

obtained as   

* ( )1
( , )

( , )

n T

ru f x y k e
g x

τ
τ

= − + +                (3) 

where [ ]1 2
, , ,

T n

n
k k k k R= ∈  are chosen such that all 

roots of the polynomial are in the open left-half plane. 

However ( , )f x τ  and ( , )g x τ  are unknown and not all 

system states x can be measured, hence we use fuzzy 

logic system to model original system function and 

design an observer to estimate the state vector in the 

following context.  

 Let the control u is the sum of ˆ( | )
I

u x θ  and 

ˆ( )
s

u x  which are used to force the state to be within the 

constraint 

ˆ ˆ( | ) ( )
I s

u u x u xθ= +                            (4) 

where ˆ( | )
I

u x θ  is the indirect adaptive control fuzzy 

neural network controller with observer, and ˆ( )
s

u x  is 

the output of supervisory controller (described in section 

IV ). By using the certainty equivalent controller (3) can 

be rewritten as  

( )1
ˆ ˆ ˆ( ) ( , | , , )

ˆ( , | , , )

n T

I f f f r

g g g

u x f x m y k e
g x m

τ θ σ
τ θ σ

= − + +           

(5)           

By using (4) and (5) into (2) we can obtain the error 

dynamic equation 

{

}

ˆ ˆ( , | , , ) ( , )

ˆ ˆ ˆ( , | , , ) ( ) ( ) ( , ) ( )

T

f f f

g g g I s

e Ae Bk e B f x m f x

g x m g x u x Bd Bg x u x

τ θ σ τ

τ θ σ τ

= − + −

+ − − −
 

1

Te C e=                                     (6) 

From (6), the following observer that estimates the state 

error vector e in (6) is 

( )1 1
ˆ ˆ ˆ ˆT
e Ae Bk e L e e= − + −  

1̂
ˆTe C e=                                     (7) 

where [ ]1 2
, , ,

T

n
L l l l=  is the gain vector of observer.  

The observation errors are defined as  

ˆ ˆe e e x x= − = −  

1 1 1 1 1
ˆ ˆe e e x x= − = −  

Subtracting (7) form (6), we can obtain the error 

dynamics 

( ) {

}

ˆ( , | , , ) ( , )

ˆ ˆ     ( , | , , ) ( , ) ( )

ˆ     ( , ) ( )

T

f f f

g g g I

s

e A LC e B f x m f x

g x m g x u x

Bd Bg x u x

τ θ σ τ

τ θ σ τ

τ

= − + −

+ −

− −

 

1

Te C e=                                     (8) 

where 

1

2

1

1 0 0 0 0

0 1 0 0 0

0 0 0 0 1

0 0 0 0 0

T

n

n

l

l

A LC

l

l

−

−

−

− =

−

−

 

L is the observer gain vector which can be chosen such 

that the characteristic polynomial of is strictly Hurwitz 

(i.e., the roots of the closed-loop system are in the open 

left half-plane) and there exists a positive definite 

symmetric n n×  matrix P which satisfies the Lyapunov 

equation.  

( ) ( )
T

T T
A LC P P A LC Q− + − = −                 (9) 

where Q is an arbitrary positive–definite matrix. 

To guarantee our state observer is working. Let us rewrite 

(7) as 

ˆˆ ˆ T
e Ae LC e= +                               (10) 

where 



 

1 2 3 4 1

0 1 0 0 0 0

0 0 1 0 0 0

ˆ

0 0 0 0 0 1

T

c c c c c c

n n

A A Bk

k k k k k k−

= − =

− − − − − −

is a strictly Hurwitz matrix. Therefore, there exists a 

positive definite symmetric n n×  

matrix P̂  which satisfies the Lyapunov equation. 

ˆ ˆ ˆˆ ˆT
A P PA Q+ = −                              (11) 

where Q̂  is an arbitrary n n×  positive–definite matrix 

Let ˆ
ˆˆ ˆ(1/ 2)

T

eV e Pe=  then by using (10) and (11) we get 

ˆ

1 1ˆ ˆˆ ˆ ˆ ˆ
2 2

T T

eV e Pe e Pe= +  

( ) ( )1 1ˆ ˆˆ ˆˆ ˆ ˆ ˆ
2 2

T
T T TAe LC e Pe e P Ae LC e= + + +  

1 ˆ ˆˆ ˆ ˆ
2

T T Te Qe e PLC e= − +  

We can choose Q̂ and L, which are determined by the 

designer, such that ˆ 0eV ≤   

 

III. The Description of Adaptive Time delay FNN System 

 

Fuzzy logic system, which was proven that has the 

characteristic of approaching a definition nonlinear 

function, was widely utilized in control theme. In this 

paper, we construct the adaptive time delay fuzzy logic 

system to approach two time delay system ( , )f x τ and 

( , )g x τ . By adjusting the parameters of weights fθ , gθ , 

center fm , gm and the width fσ , gσ , we can obtain 

ˆ ˆ ˆ( , | , , ) ( , , , )
T

f f f f f f ff x m x mτ θ σ θ ξ τ σ=  

ˆ ˆ ˆ( , | , , ) ( , , , )T

g g g g g g gg x m x mτ θ σ θ ξ τ σ=  

where ˆ( , , , )f f fx mξ τ σ  and ˆ( , , , )g g gx mξ τ σ  are the 

fuzzy function 1
ˆ ˆ ˆ( , ( ) ( ), , )f r f fx x t x t mξ τ τ σ− − and

1
ˆ ˆ ˆ( , ( ) ( ), , )g r g gx x t x t mξ τ τ σ− −  ,respectively.  

then the output of the fuzzy logic systems with central 

average defuzzifier can be express as: 

1 1
1 1

ˆ ˆ( , , , ) ( , , , )j j
i i

p p
n n

j i j j i j jF Fi i
j j

x m x mθ µ τ σ µ τ σ
= =

= =
∏ ∏

where 

ˆ( , , , )

ˆ ˆ ˆ( , , ) ( ( ), , )... ( ( ), , )

j
i

j j j
i i i

i j jF

i j j i j j i r j jF F F

x m

x m x t m x t m

µ τ σ

µ σ µ τ σ µ τ σ= − −

and ˆ( , , )j
i

i j jF
x mµ σ  is the membership function 

The overall configuration of adaptive time delay FNN is 

shown in figure 1.Based on the Lyapunov approach, the 

adaptive laws can be developed to adjust the parameters 

of adaptive time delay FNN to attenuate the tracking error 

and external disturbance. 

 

 
Fig. 1 The configuration of adaptive time delay FNN 

  

IV. Indirect Adaptive Control-Based Fuzzy Neural 

Network Controller with Observer and Supervisory 

Controller 

In order to design the supervisory controller, first 

we define (1/ 2)
T

eV e Pe=  and by using (9), we have 

(1/ 2) (1/ 2)
T T

eV e Pe e Pe= +  then considering the error 

dynamics (8) we obtain. 

( ) {{

}

} ( ){
{

}

1
ˆ( , | , , ) ( , )

2

ˆ ˆ       ( , | , , ) ( , ) ( )

1
ˆ       ( , ) ( )

2

ˆ      ( , | , , ) ( , )

ˆ ˆ      ( , | , , ) ( , ) ( )

      

T

e f f f

g g g I

T T

s

f f f

g g g I

V A LC e B f x m f x

g x m g x u x Bd

Bg x u x Pe e P A LC e

B f x m f x

g x m g x u x

B

τ θ σ τ

τ θ σ τ

τ

τ θ σ τ

τ θ σ τ

= − + −

+ − −

− + −

+ −

+ −

− ( )}ˆ( , ) sd Bg x u xτ−

 

{

}

1
ˆ( , | , , ) ( , )

2

ˆ ˆ  ( , | , , ) ( , ) ( )

ˆ  ( , ) ( )

T T

f f f

T

g g g I

T

s

e Qe e PB f x m f x

g x m g x u x e PBd

e PBg x u x

τ θ σ τ

τ θ σ τ

τ

= − + −

+ − −

−

{

}

1
ˆ( , | , , ) ( , )

2

ˆ ˆ ˆ   ( , | , , ) ( ) ( , ) ( )

T T

f f f

g g g I I

e Qe e PB f x m f x

g x m u x g x u x d

τ θ σ τ

τ θ σ τ

≤ − + +

+ + +

               

ˆ  ( , ) ( )T

s
e PBg x u xτ−                         (12)            

We need the following hypothesis, in order to design 
s

u  

such that 0eV ≤ . 

Hypothesis: we can determine functions 

( , ), ( , )U Uf x g xτ τ  and ( , )
L

g x τ  such that 

      

1θ 2θ pθ

∏∏∏

1
τ r

τ
1τ r

τ

1
x

p
x

y

ˆ( , , , )j
i

i j jF
x mµ τ σ

1
1

1
1

ˆ( , , , )

ˆ( , , , )

j
i

j
i

p
n

j i j jFi
j

p
n

i j jFi
j

x m

y

x m

θ µ τ σ

µ τ σ

=
=

=
=

=
∏

∏

1
ˆ( , , , )j

i

n

i j jFi
x mµ τ σ

=∏



 

ˆ( , ) ( , )U Uf x f xτ τ≈ < ∞                          

ˆ( , ) ( , ) ( , )
U U

f x f x f xτ τ τ≤ ≈  

ˆ ˆ( , ) ( , ) ( , ) ( , ) ( , )U U

L Lg x g x g x g x g xτ τ τ τ τ≈ ≤ ≤ ≈      

ˆ( , ) ( , )U Ug x g xτ τ≈ < ∞  

ˆ( , ) ( , ) 0L Lg x g xτ τ≈ >  

This is because that we can choose L in (7) to let x x≈ . 

Also external disturbance is bounded, express as md d≤ , 

where md  is the upper bound of noise. 

By (12) we can define  

{
}

ˆ ˆ( , ) ( ) ( , | , , ) ( , )

ˆ ˆ ˆ( , | , , ) ( ) ( , ) ( )

T T

s f f f

g g g I I

e PBg x u x e PB f x m f x

g x m u x g x u x d

τ τ θ σ τ

τ θ σ τ

= +

+ + +

Based on the above hypothesis the supervisory controller 

is chosen as 

{

}

1
ˆ ˆ( ) ( , | , , ) ( , )

( , )

ˆ ˆ ˆ( , | , , ) ( ) ( , ) ( )

T

s f f fT

g g g I I

e PB
u x f x m f x

g xe PB

g x m u x g x u x d

τ θ σ τ
τ

τ θ σ τ

= +

+ + +

 

( ) {1
ˆ ˆsgn ( , | , , ) ( , )

ˆ( , )

T U

f f f

L

e PB f x m f x
g x

τ θ σ τ
τ

= +  

}ˆ ˆ ˆ( , | , , ) ( ) ( , ) ( )U

g g g I I mg x m u x g x u x dτ θ σ τ+ + +   (13) 

Then inserting (13) into (12) we have 

{

}

{

}

1
ˆ( , | , , ) ( , )

2

ˆ ˆ ˆ      ( , | , , ) ( ) ( , ) ( )

( , )
ˆ      ( , | , , ) ( , )

ˆ( , )

ˆ ˆ ˆ      ( , | , , ) ( ) ( , ) ( )

T T

e f f f

g g g I I

T U

f f f

L

U

g g g I I m

V e Qe e PB f x m f x

g x m u x g x u x d

g x
e PB f x m f x

g x

g x m u x g x u x d

τ θ σ τ

τ θ σ τ

τ
τ θ σ τ

τ

τ θ σ τ

≤ − + +

+ + +

− +

+ + +

{1
ˆ( , ) ( , ) ( )

2

( , )
ˆ ˆ ˆ  ( , ) ( , ) ( )

ˆ( , )

T T

I

U U

I

L

e Qe e PB f x g x u x

g x
f x g x u x

g x

τ τ

τ
τ τ

τ

≤ − + +

− +

1
0

2

Te Qe≤ − ≤  

let 
* * *ˆ ˆ ˆ( , | , , ) ( , | , , )f f f f f ff x m f x mτ θ σ τ θ σ− =   

ˆ ˆ ( , , , ) ( , , , )

ˆ( , , , )

f

f

T

f f f f m f f f

f f f

x m x m m

x mσ

θ ξ τ σ ξ τ σ

ξ τ σ σ

−

−

ˆ ˆ( , , , ) ( , , , )
f f

T

f m f f f f f fx m m x mσθ ξ τ σ ξ τ σ σ+ +                                

* *ˆ ˆ( , , , ) ( , , , )
f f

T

f m f f f f f fx m m x mσθ ξ τ σ ξ τ σ σ+ +    (14) 

 
* * *ˆ ˆ ˆ( , | , , ) ( , | , , )g g g g g gg x m g x mτ θ σ τ θ σ− =                                      

ˆ ˆ( , , , ) ( , , , )

ˆ( , , , )

g

g

T

g g g g m g g g

g g g

x m x m m

x mσ

θ ξ τ σ ξ τ σ

ξ τ σ σ

−

−
                  

ˆ ˆ( , , , ) ( , , , )
g g

T

g m g g g g g gx m m x mσθ ξ τ σ ξ τ σ σ+ +  

* *ˆ ˆ( , , , ) ( , , , )
g g

T

g m g g g g g gx m m x mσθ ξ τ σ ξ τ σ σ+ +     (15) 

where 
*

f f fθ θ θ= − ,
*

f f fm m m= − ,
*

f f fσ σ σ= −  

*

g g gθ θ θ= − ,
*

g g gm m m= − ,
*

g g gσ σ σ= −  

In addition ˆ( , , , )
fm f fx mξ τ σ and ˆ( , , , )

f f fx mσξ τ σ are 

partial derivatives of ˆ( , , , )f f fx mξ τ σ with respect to 
f

m

and 
f

σ  respectively; and so as ˆ( , , , )
gm g gx mξ τ σ and

ˆ( , , , )
g g gx mσξ τ σ are partial derivatives of ˆ ( , , , )g g gx mξ τ σ

with respect to 
g

m  and 
g

σ respectively. 

In order to simplify formula ,we define the following 

variables 

1
ˆ( , , , )f f fT x mτ σ  

ˆ ˆ ˆ( , , , ) ( , , , ) ( , , , )
f ff f f m f f f f f fx m x m m x mσξ τ σ ξ τ σ ξ τ σ σ= − −

 (16) 

 
2

ˆ( , , , )
f f f

T x mτ σ  

ˆ ˆ( , , , ) ( , , , )
f fm f f f f f f

x m m x mσξ τ σ ξ τ σ σ= +       (17) 

 

 
1

ˆ( , , , )g g gT x mτ σ  

ˆ ˆ ˆ( , , , ) ( , , , ) ( , , , )
g gg g g m g g g g g gx m x m m x mσξ τ σ ξ τ σ ξ τ σ σ= − −

(18) 

2
ˆ( , , , )

g g g
T x mτ σ   

ˆ ˆ( , , , ) ( , , , )
g gm g g g g g gx m m x mσξ τ σ ξ τ σ σ= +        (19) 

Equation (8) can be rewritten as  

( ) {

}

* * *

* * * * * *

* * * * * *

ˆ ˆ( , | , , ) ( , | , , )

ˆ ˆ( , | , , ) ( , ) ( , | , , )

ˆ ˆ ˆ( , | , , ) ( , | , , ) ( , ) ( )

T

f f f f f f

f f f g g g

g g g g g g I

e A LC e B f x m f x m

f x m f x g x m

g x m g x m g x u x

τ θ σ τ θ σ

τ θ σ τ τ θ σ

τ θ σ τ θ σ τ

= − + −

+ − +

− + −

ˆ( , ) ( )
s

Bd Bg x u xτ− −                            (20) 

The minimum approximation error is defined as 

{
]

* *

* * * *

* * * *

ˆ ˆ( , , , ) ( , , , )

ˆ ˆ( , | , , ) ( , ) ( , , , )

ˆ ˆ ˆ( , , , ) ( , | , , ) ( , ) ( )

f f

g

g

T

f m f f f f f f

T

f f f g m g g g

g g g g g g I

x m m x m

f x m f x x m m

x m g x m g x u x d

σ

σ

ω θ ξ τ σ ξ τ σ σ

τ θ σ τ θ ξ τ σ

ξ τ σ σ τ θ σ τ

= +

+ − +

+ + − −

(21) 

  By using (14)-(19) and (21) into (20) the error 

dynamics (20) can be expressed as 

( ) {

}
1

2 1

ˆ( , , , )

ˆ ˆ( , , , ) ( , , , )

T T

f f f f

T T

f f f f g g g g

e A LC e B T x m

T x m T x m

θ τ σ

θ τ σ θ τ σ

= − +

+ +

}2
ˆ ˆ ˆ( , , , ) ( ) ( , ) ( )T

g g g g I sT x m u x B Bg x u xθ τ σ ω τ+ + −   (22) 

The Lyapunov function candidate is defined as  



 

1 1 2

12 3 3

1 1 1 1

2 2 2 2

1 1 1 1
( ) ( )

2 2 2 2 i

T T T T

f f g g f f

f g f

r t
T T T T

g g f f g g
t

ig f g

V e Pe m m
r r r

m m e v e v dv
r r r τ

θ θ θ θ

σ σ σ σ
−

=

= + + +

+ + + +

 

(23) 

Differentiating (23) with respect to time along the 

trajectory (22) we obtain 

1 1 2

12 3 3

1 1 1 1 1

2 2

1 1 1 1
( ) ( )

2

T T T T T

f f g g f f

f g f

r
T T T T

g g f f g g

ig f g

V e Pe e Pe m m
r r r

m m e t e t
r r r

θ θ θ θ

σ σ σ σ
=

= + + + +

+ + + +

 

1

1
( ) ( )

2

r
T

i i

i

e t e tτ τ
=

− − −                        (24) 

Substituting (22) into (24) V  can rewritten as 

( ) {{

} }
( ) {{

1

2 1

2

1

1
ˆ( , , , )

2

ˆ ˆ( , , , ) ( , , , )

ˆ ˆ ˆ( , , , ) ( ) ( , ) ( )

1
ˆ( , , , )

2

T T

f f f f

T T

f f f f g g g g

T
T

g g g g I s

T T T

f f f f

V A LC e B T x m

T x m T x m

T x m u x B Bg x u x Pe

e P A LC e B T x m

θ τ σ

θ τ σ θ τ σ

θ τ σ ω τ

θ τ σ

= − +

+ +

+ + −

+ − +

} }
2 1

2

1 1 2 2 3

13

ˆ ˆ( , , , ) ( , , , )

ˆ ˆ ˆ( , , , ) ( ) ( , ) ( )

1 1 1 1 1

1 1 1
( ) ( ) ( ) ( )

2 2

T T

f f f f g g g g

T

g g g g I s

T T T T T

f f g g f f g g f f

f g f g f

r
T T T

g g i i

i ig

T x m T x m

T x m u x B Bg x u x

m m m m
r r r r r

e t e t e t e t
r

θ τ σ θ τ σ

θ τ σ ω τ

θ θ θ θ σ σ

σ σ τ τ
= =

+ +

+ + −

+ + + + +

+ + − − −
1

r

 

1
( )

2

Te Q rI e≤ −  

( )

( )

1

1

1

1

1
ˆ( , , , )

1
ˆ ˆ( , , , ) ( )

T T

f f f f f

f

T T

g g g g I g

g

T x m B Pe
r

T x m B Pe u x
r

θ τ σ θ

θ τ σ θ

+ +

+ +

 

( )

( )

2

2

1
ˆ( , , , )

1
ˆ ˆ( , , , ) ( )

f

g

T T T

f m f f f f

f

T T T

g m g g g I g

g

m x m B Pe m
r

m x m B Pe u x m
r

ξ τ σ θ

ξ τ σ θ

+ +

+ +

 

( )

( )

3

3

1
ˆ( , , , )

1
ˆ ˆ( , , , ) ( )

f

g

T T T

f f f f f

f

T T T

g g g g I g

g

x m B Pe
r

x m B Pe u x
r

σ

σ

σ ξ τ σ θ σ

σ ξ τ σ θ σ

+ +

+ +

 

ˆ( , ) ( )T T

se PB e PBg x u xω τ+ −                    (25) 

where 
f f

θ θ= , 
g g

θ θ= , f fm m= , g gm m= , f fσ σ=  

and g gσ σ= . 

If we choose the adaptive law as 

( )1 1
ˆ( , , , ) T

f f f f fr T x m B Peθ τ σ= −                (26) 

( )1 1
ˆ ˆ( , , , ) ( )T

g g g g g Ir T x m B Pe u xθ τ σ= −            (27) 

( )2
ˆ( , , , )

f

T T

f f m f f fm r x m B Peξ τ σ θ= −             (28) 

( )2
ˆ ˆ( , , , ) ( )

g

T T

g g m g g g Im r x m B Pe u xξ τ σ θ= −         (29) 

( )3
ˆ( , , , )

f

T T

f f f f fr x m B Peσσ ξ τ σ θ= −              (30) 

( )3
ˆ ˆ( , , , ) ( )

g

T T

g g g g g Ir x m B Pe u xσσ ξ τ σ θ= −          (31) 

Substituting adaptive laws (26)~(31) into (25) we have 

1
ˆ( ) ( , ) ( )

2

T T T

sV e Q rI e e PB e PBg x u xω τ= − − + −   (32) 

Because ˆ( , ) ( ) 0T

s
e PBg x u xτ ≥ , and ω  is very small, 

we can choose r such that 0V ≤  is satisfied. Therefore, 

the tracking performance can be achieved. 

 

Summarizing the above analysis, the procedure of 

observer-based indirect adaptive fuzzy control with 

supervisory control can be presented as follow steps.   

Step 1) Specify the feedback and observer gain vector K  

and L  , such that the characteristic matrices 
T

A LC−  and TA Bk−  are strictly Hurwitz 

matrices, respectively. 

Step 2) Specify a positive definite n n×  matrix Q  and 

solve the Lyapunov equation (9) to obtain a 

positive definite n n×  symmetric matrix P . 

Step 3) Solve the state error (7) to obtain estimate state 

vector x̂ . 

Step 4) Specify a positive definite n n×  matrix Q̂  and 

solve the Lyapunov equation (11) to obtain a 

positive definite n n×  symmetric matrix P . 

Step 5) Define the membership function ˆ( , , )j
i

i j jF
x mµ σ  

for 1, 2,...,i p= and compute the fuzzy basis 

functions ˆ( , , , )f f fx mξ τ σ and ˆ( , , , )g g gx mξ τ σ . 

Then the output of fuzzy logic system are 

constructed as

ˆ ˆ ˆ( , | , , ) ( , , , )
T

f f f f f f ff x m x mτ θ σ θ ξ τ σ= and

ˆ ˆ ˆ( , | , , ) ( , , , )T

g g g g g g gg x m x mτ θ σ θ ξ τ σ= . 

Step 6) Obtain the control from equation (5) and apply to 



 

plant, then compute the adapti

to adjust the parameters of weig

f
m ,

g
m and the width 

f
σ ,

g
σ . 

 

V. Simulation Exam

In this section, we will apply our 

adaptive fuzzy neural network controlle

time delay system. 

The dynamic equations of nonlinear tim

given by 

1 2

3

2 1 2 1 1

2

1.8 0.1 0.02 ( 0.001

0.06 ( 0.001) 1.1cos(0.4 )

x x

x x x x x t

x t t

=

= − − + −

+ − − +

Also the external disturbance is assum

wave with amplitude 0.5± , period 2π
0.001h = .  

According to the design procedure, the d

the following steps. 

Step 1) The observer and feedback 

chosen as [89 184]L = , 

respectively. 

Step 2) We select Q  in (9) as
10 

13 

solving (9), the positive de

2 2× matrix P  in (9) is
29  -1

-14  7

Step  3) Solve (7) to obtain x̂ .  

Step 4) we select Q̂  in (11) as

 0  -1ˆ
-4  - 4

A =  in (11).  There

definite symmetric 2 2× matri

15  5

 5   5
. 

Step 5) The following membership

ˆ  1, 2
i

x i =  are selected as: 

1 2
ˆ 1.5

exp( ( ) )
0.15

i

i

x
Fµ

+
= −  

2 2
ˆ 0.25

exp( ( ) )
0.15

i

i

x
Fµ

+
= −  

3 2
ˆ

exp( ( ) )
0.15

i

i

x
Fµ = −  

4 2
ˆ 0.25

exp( ( ) )
0.15

i

i

x
Fµ

−
= −  

5 2
ˆ 1.5

exp( ( ) )
0.15

i

i

x
Fµ

−
= −  

To cover whole cases, we appl

the initial values of (0)x and

[ ]0.2 0.2
T

and [ ]0.15 0
T

− , res

i
u  is constructed. 

Step  6) Compute the adaptive law (26) 

 

6

ive law (26)~(31) 

ghts
f

θ ,
g

θ , center 

 

mple 

observer indirect 

er for a nonlinear 

me delay system is 

2

1
) 0.04 ( 0.001)

( ) ( )

x t

u t d t

+ −

+

med to be a sine 

π , and step size 

design is given as 

gain vectors are 

and [1 2]K = , 

 13

 28
, then after 

efinite symmetric 

14

7
.  

s 
40  25

25  30
 and

efore the positive 

ix P̂  in (11) is

p functions for 

ly 25 fuzzy rules, 

ˆ(0)x are given as 

spectively. Hence 

to (31). 

The trajectories of the states 

Fig. 2 and Fig. 3 shows that th

very short time to catch up the 

Fig. 2 The trajectories of t

Fig. 3 The trajectories of the sta

The tracking performance also

Fig. 4,in which 
r

y  is the refe

system output trajectories. F

output 
r

y  and the system

 

Fig. 4 The reference output y

1
x  and 

1
x̂  are shown in 

e estimation state 
1

x̂  takes 

system state 
1

x . 

 
the states 1x  and 1̂x  

 
ates 1x  and 1̂x  t=0-0.08s 

o is very good as shown in 

erence output and y  is the 

ig. 5 shows the reference 

m output trajectories y .

 

ry and output trajectories y  



 

 

Fig. 5 The reference output ry and output 

The all control input is shown in Fig. 6.

control input 
I

u  only. Fig. 8 shows

control 
s

u  and we can see that the su

only works in the beginning period. Soo

controller can stabilize the system and

control will be deactivated. 

 Fig. 6 The trajectories of control inpu

  

Fig. 7 The trajectories of control input
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7

trajectories y  

. Fig. 7 shows the 

s the supervisory 

upervisory control 

on after, the FNN 

d the supervisory 

 
ut( I su u+ ) 

t( Iu only) 

 Fig. 8 The trajectories of th

Fig. 9 shows the graph of (V t

value of ( )V t  is -9.9992e-01

value. Consequently the stabili

Fig. 9 The grap

 

VI. Co

Due to the fact that IAC has t

with different forms of control

we have proposed a method 

FNN controller with observer

for a certain class of unkno

systems, in which only th

measured. Simulation results c

controller will be activated as 

be unstable controlled by FNN

if the FNN controller wor

controller will be deactivated. 

results not only show the ada

proposed control scheme is mu

the supervisory controller, 

supervisory control force th

constraint set and how the 

learned to regain control. 
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