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Robust Stabilization of Recurrent Fuzzy Systems
via Switching Control
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Abstract— A method for stabilization of known equilibria in
recurrent fuzzy systems is presented, which particularly ac-
counts for model uncertainties. Since the dynamics of recurrent
fuzzy systems are defined over a rectangular grid, it is first
observed that for stability analysis, only gradient conditions
at grid points have to be considered given that the inputs
are piecewise constant. Therefore, a robust structure variable
controller is proposed, switching between constant inputs. In
order to prevent the system from deadlock phenomena due to
the switching of the system, the structure variable control is
augmented by a piecewise polynomial controller, guaranteeing
asymptotic stability. The proposed method is applied to the
example of an inverted pendulum.

I. INTRODUCTION

Among the many concepts of utilizing fuzzy logic for
modeling of dynamic processes, two generally different
approaches can be identified: The first is driven by the need
for high precision of the system model, which mostly leads
to dynamic fuzzy models of high complexity. The second
approach tries to incorporate the basic idea of fuzzy logic
to model a system in a transparent and linguistically inter-
pretable way. Recurrent fuzzy systems [1], piecewise bilinear
systems [2] and more generally fuzzy systems with singleton
consequences [3] can be subsumed in the latter class. While
offering a high degree of linguistic interpretability, their
drawback is the inherit model uncertainty stemming from
the approximate nature of these dynamic fuzzy systems.

Nevertheless, given an approximate model, it is desirable
to control the process despite model uncertainties. The ques-
tion on how to stabilize equilibria in recurrent fuzzy systems
by means of fuzzy controllers was already addressed (see,
e.g., [4]), neglecting robustness issues. For the closely related
class of piecewise bilinear systems, [5] presented an ap-
proach based on feedback linearization, taking uncertainties
into account.

This paper now presents a control strategy for recurrent
fuzzy systems based on structure variable control, taking
model uncertainties explicitly into consideration. Because the
dynamics of a recurrent fuzzy system can be interpreted as
being defined piecewise over polytopes, a key observation
concerning stability analysis is that for constant control
inputs, dynamic properties only have to be considered at the
vertices of the polytopes, which reduces the computational
complexity significantly. This observation is akin to a line
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of research (see, e.g., [6]), which studies control to facet
problems on polytopes. In contrast to [6], the dynamics of
recurrent fuzzy systems studied here do not have in general
a constant control vector.

Since the assumption of a piecewise constant controller
is rather restrictive, the synthesis concept does not aim at
determining a constant control input for each rectangle of
the recurrent fuzzy systems, but instead for a finer partition
obtained by a split-and-merge technique. The polytopes of
this refined partition are such that dynamics defined over
them is homogenous to a certain degree. The controller
synthesis then takes general model uncertainties into account
such that robustness is maximized.

Due to the switching control law, the dynamic function
of the recurrent fuzzy system is in general discontinuous,
which possibly might lead to deadlock behavior. Therefore,
the robust controller only guarantees stability in the sense of
Lyapunov. In order to achieve asymptotic stability, additional
local polynomial controllers are computed preventing the
system from deadlock.

The remainder is organized as follows: In Sec. II, recurrent
fuzzy systems are revisited roughly, their general dynamic
function is derived and some notation is introduced. The
analysis of stability is then outlined in Sec. III, whereas the
controller synthesis is then discussed in Sec. IV. In Sec. V,
the proposed control strategy is applied to the inverted
pendulum example and Sec. VI gives concluding remarks.

II. PRELIMINARIES
A. Recurrent Fuzzy Systems

The definition of recurrent fuzzy systems (RFES) is briefly
revisited in this section, additional insights are provided in
[1] and [7]. Their dynamics are defined within the input state
space Z = X xU C R"™™, x € [Xmin,Xmax] and u €
[Umin, Umax], by means of linguistic differential equations

If x =L} and u = Ly, n
then % = L, ;.-
LJ?‘, L}l‘ denote vectors of linguistic values in the state and
input space, whereas L , denotes vectors of linguistic
values describing gradients. In order to be able to transfer the
linguistic rules into a numerical representation, core position
vectors s3° € R", sg € R™ and core position gradients s¥ ¢
R™ are associated with the linguistic vectors. By means of the
rule base, gradients are defined at discrete points (sJ?‘, sq) €
Z. This is depicted in Fig. 1, from which it can also be
seen that by definition, the core position vectors induce a
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Fig. 1.  Hypersquare partition of RFS with core position derivatives.
Gradients within hypersquares are interpolations of core position derivatives.

rectangular grid in Z. A hypersquare is the convex hull of
core positions being neighbors of a vector (x,u) € Z and
is denoted Hj, where 1 consists of the lower core position
indices. With slight abuse of notation we write H{* := HiNX
and H" := H; NU for hypersquares in the state space and
in the input space, respectively. If ambiguity is excluded, we
also write H;, H; to indicate two different hypersquares. The
same shorthand notation is sometimes used for core position
vectors, €.g., ¥, s}‘.

In order to assign a degree of membership to core positions
il sq”, membership functions 15! (i) pq? (up) are intro-
duced for fuzzification. Furthermore the algebraic product
is used for aggregation and implication, the simple sum for
accumulation of the single rules, and the center of singleton
method for defuzzification [8]. This choice allows for the
representation of the state derivative

X = ZS)‘.’(V(JUQ) ' Hujw: () - H .UZ;: (up)
J.a i=1 p=1
=Y Swia Eaa(w)

Ja

2

as summation over core position gradients weighted by the
premise, which is the product of memberships in every
dimension.

B. Further Notation

Throughout the paper, the equilibrium of the RFS to be
stabilized is denoted x* and the number of hypersquares
in X is denoted R,. The facet between two neighboring
hypersquares HX, HY is denoted F;;, with outer normal
vector n;; pointing from HY to HY.

The identity matrix is denoted I. The notation > O,
< 0 is used to indicate positive and negative definiteness
of symmetric matrices. The trace of a matrix is denoted
tr (M), diag (my, ..., my,) is a diagonal matrix. The operator
vec(M) rearranges the elements of M column-wise into a
vector.

A multivariate normal distribution with mean m and co-
variance matrix X is written A (m, X). The signum function
is written as o (+).

For polynomials p(x) = Y, ¢?(x) being a sum of squares
(SOS), the notation p(x) € X[x] is used. Then, from p(x) €
Y[x], p(x) > 0 follows. If Jp(x) = 25:1 Z?:r I
s.t. p(x) — p(x) € X[x], then strict inequality holds (see
[9] for details). For ease of notation, we omit o (x), if strict
inequality is obvious.

III. STABILITY ANALYSIS

The following discussion first considers the stability anal-
ysis of an autonomous RFS, which is then extended to the
special case of an RFS controlled by discontinuous control.
Subsequently, the equilibrium of the system is assumed to
be at the origin and incident with a core position. These
assumptions are not overly restrictive, since the coordinates
of every RFS can be transformed such that x* = 0.

The following Theorem provides sufficient conditions for
stability of the equilibrium:

Theorem 1: Consider the dynamics of the autonomous
RFS

N | (D ®
j i=1

with x* = 0 being incident with a core position. If there
exists a P = 0, such that for all HY € X, {s¥,s¥} €
Hi\{0},
(s Ps* <0, (4a)
T . T .
s¥)” Ps¥ 4 (s¥) Ps¥
(5)_ Py + (55) <0 (4b)

2

and x* = 0, then the equilibrium is asymptotically stable on
X.

Proof: By means of the well known Lyapunov theorem,
the existence of V(x) = 1/2-x"Px > 0, and V(x) <
0,Vx # 0, is a sufficient condition for asymptotic stability
of (3).

With abuse of notation, let “j \ 0” denote all indices not
corresponding to the origin. Then, with

n
x = si[[ufi@) =D sF-Eix)
i '

=1 j
=87 Ej(x) + X" - Eo(x) 5
j\o R

and similar notation for x,

V =xTPx
T
=Y s 5 Y oskEix)
J\o i\O
=3 N 5Ex) - (s5) " Psk
J\0 4\0

—Z”Q Ps —|—Z Z Ps;"

7\0 7\0 \0,i#j
“ys e
H—/
7\0 20
Ps + (s¥)" Ps*
2 J
2> ) E 3 <0.®
7\0 i<j,i\0 0
= <0
follows. [ |
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Note that the final rearrangement of terms in (6) is akin to
[10], by which slightly less conservative inequalities have to
be checked.

The importance of Theorem 1 is in the establishment of a
stability proof for RFS, which is reduced to a check of finitely
many linear inequalities. Therefore a numerical solution can
be obtained efficiently by means of interior point methods.
If strict inequalities in (6) are relaxed to <, stability in the
sense of Lyapunov is proven instead of asymptotic stability.

IV. SYNTHESIS OF SWITCHING CONTROLLERS
A. Synthesis of Piecewise Constant Controllers

Consider now the RFS with inputs (2), for which a
piecewise constant controller

u(x) = uj 7

is sought, such that a constant input is active for each
hypersquare H*.

Lemma 1: The system dynamics within a hypersquare of
an RFS with constant inputs are determined solely by a
convex combination of core position gradients in the state
space.

Proof: The proof is obtained directly from (2). By

letting p1f = [T7"; pqy (up = const.)
%= Shga L o) - T mgs (up) (®)
J.a i=1 p=1
=2 (”3 ' Sﬁw(jm) | JEZHED) 9
ja i=1
=2 & i),
i =1

from which the statement follows. [ ]
This result can be pictured as core position gradients of the
RFS being constant for constant inputs.

As a consequence, synthesis of constant stabilizing control
inputs (7) may again be carried out by solving finitely many
scalar equations similar to (4). In order to obtain more precise
conditions, the explicit dependency of the system dynamics
(2) from the membership functions is removed:

Assumption 1: In the following, triangular and ramp
shaped membership functions ,u;?:, pgj of states and inputs
are assumed, i.e.

(10)

TiT85 4 L T &g Ti
S;?_ifs;ﬂ_i ) > Limin X 85, 0 S T4 < Sj; S Timax
i i
S;“L‘+17Ii < Vi < T <
T — ) ==, ZTimi st < x; <8’ T
Vi) = E T imin > S;° S T; o, > Timax
Mﬁ< l) sjil_*_1 sj; Ji Ji+1
1, Li,min >z Vx> Ti,max
0, else. (11)

The benefit of this assumption is threefold: Besides ease
of implementation, membership functions are zero, if x and
sj are not connected, i.e., if x is in a hypersquare not
bounded by si*. This locality then allows for the description
of the dynamics (2) within a hypersquare H;* by means of

a polynomial. To see this, (11) is substituted into (2). After
some math, the multiplication of local affine functions leads
to the local dynamics

n m n j—1
LRSS SRR ) SR
i=1 p=1 j=2i=1
m N
+ ZUPZ a;iupxi + -+ ail'_'nulmmxl L TpUT .. Uy,
p=1 j=2
(12)
for each hypersquare H*. By rearranging terms,

x = aj(x) + B1(x)Z(u) (13)
is obtained, with  the vector of  monomials
in the inputs w, being denoted as Z(u) =
[ul, U, U - UQy .., u1~~um]. From (13) it

becomes obvious, that except for m = 1, the system
dynamics are per se non-input affine, which complicates the
controller synthesis.

Proposition 1: The dynamics of every RFS fulfilling As-
sumption 1 can be transformed via dynamic extension and
a change of variables into an equivalent system, whose
dynamics are input-affine.

Proof: By augmenting the system input with an
integrator, new inputs v € R™, @ = v are ob-
tained. By introducing new state variables w = Z(u) =
[ul, U, U U, ...y Up-e 'um]T e R2"~1 the dif-
ferential equations of these new states read

Uy V1
U Vo
W= | uug + urtin VU2 + ULV

(14)

Thus, the state space equations of the prolonged system read

x a)(x) + Bi(x)w 0
=[P [ s
which is clearly input-affine. ]

For ease of notation, we assume in the following the RFS
to be input-affine, which is due to Proposition 1 without loss
of generality.

Theorem 2: If for an RFS with x* = 0, there exists a
P >~ 0, and for every hypersquare Hj € X, there exist a
H(‘; € U, such that

(s?)T P (a(k,q)(si‘) + Bk,q)(st) - uk) <0, (16a)

1
9 ( (s;()T P (a(k,q)(sf) + B,q (Sj() : uk) +...
(55)" P (agea (53) + Buaoa (55) - i) ) <0 (16b)

holds for all {s,s¥} € H\{0}, i # j then x* is
asymptotically stable on X.
Thus, by solving (16), a Lyapunov matrix P as well as

constant inputs uy for every Hj; are obtained. In contrast to
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2'!Z
2
inequalities (16) are no longer linear in the decision variables.
Due to product terms P,,,, - uy, of the elements of P and uy,
(16) can be rearranged as bilinear matrix inequality (BMI).
In addition, this feasibility problem is only continuous in
Py, uk,, if assignments H;* — Hg' are given. In the other
case, a mixed integer bilinear program has to be solved,
taking integer variables q as unknowns into account. Still, a
solution may be obtained via branch-and-bound techniques
[11]. Sometimes, a feasible solution may also be obtained by
solving (16) independently for every hypersquare in order to
obtain assignments H;* — Hg', and in a second step solving
(16) for all H * simultaneously with H. = Hy fixed.

Even for known assignments 7 — H¢, a bilinear matrix
inequality has to be solved, which is non-convex in general.
Two solution strategies are discussed briefly:

the stability analysis criterion in Theorem 1, the R,, -

1) If a candidate Lyapunov function is known, only a lin-
ear matrix inequality has to be solved. Extending this
concept to alternately fixing first the Lyapunov function
and then the controller leads to the VK-iteration algo-
rithm [12]. Although the guess of a Lyapunov function
does not seem to be mathematically appealing, it may
in practical situations already lead to good results with
least implementation effort. In addition, bounds on the
control input may be regarded directly as additional
inequalities Uy min < Uk < Uk max-

2) By means of variable substitutions

R ={R;;} = vec(P,.) - vec (ukx)T, (17)

(16) is again rendered linear in the variables P,, and
R;;. Then, by utilizing a rank minimization approach

[13],
T
; (k)) _ (k—1) (k)
g}gwtr(R ) 2(r ) r, (18a)
s.t. (16), (18b)
R®)  pk)
(I‘(k))T 1 <0 (18¢c)

a solution in the transformed decision variables is
obtained. If limy .o tr (R) — r’r — 0, then the
solution to (18) also solves (16). Thus, the unknown
control inputs can be recovered from (17). Although
by means of this approach, P and uy may be obtained
simultaneously, the drawbacks are obvious: Besides
higher complexity of the implementation, (18) has to
be solved iteratively, whereas beforehand there is no
guarantee of convergence such that tr (R) — r’r = 0.
In addition, bounds on the control input can no longer
be regarded directly.

B. Optimization of Robustness

The aforementioned procedure aims at determining con-
stant inputs by means of a feasibility problem (16). There-
fore, the question arises what parameter to optimize in order
to utilize the remaining degree of freedom. Although the

optimization of some performance measure (e.g., the decay
rate) is straightforward, it is more reasonable to account for
parametric uncertainties in the system model, which always
occur due to the approximate nature of RFS.

Since the system model stems either from rough expert
knowledge or measurement data, it is unlikely that further
information is available on how the system is dependent
on the uncertainties. Therefore, they have to be regarded as
general local distortion functions &;(x) € R™, such that the
local dynamics of every hypersquare read

x = fi(x,u) + £ (x). (19)
_&
2
. — G
& t, &

Fig. 2.  Symmetric region of parametric uncertainties.

For simplicity we assume the uncertainties to be indepen-
dent, symmetric and bounded by some constant |£;(x)| < &;.
Then the region of allowed parametric uncertainties is a
symmetric hypersquare H¢ ; around the origin, as shown in
Fig. 2. Instead of assuming Ej as given upper bound, the
volume of H j is taken as measure of robustness, which is
sought to be optimized. This procedure was carried out in
[14] for linear systems with parametric uncertainties, where
the problem was solved by means of a bisection algorithm.
Here, the polytope volume of allowed uncertain parameters,
> [T;_; & is utilized directly as optimization criterion.
By means of the equality

n
arg Z max HEH
i & =1

= argz max det diag (El,j, e ,57“-)
J j
= arg Z min —logdet M¢; (20)
J i

with M ; = diag (El,j’ . ,Em-), the optimization criterion
is obviously a convex function, since — log det(-) is convex.
Thus, the complete optimization problem for synthesis of

a robust switching controller reads

min » _ —log det M j, (21a)
i J
st. P >0, (21b)
(s5)" Psf <0, (21c)
. T .
(s7)" PsF + (s7) P
<0, (21d)

2
Therein, the core position gradients of the controlled RFS
read

§F=a(q(sf) +Big(sh) w+ (2- Ay —D)§;, (22)
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and A, = diag(by,...,b,),b € {0,1}, A = 1,...,2™.
Thus, (2- Ay —I) permutes over all 2" vertices of H ;.
As a result of (21), stabilizing control inputs u; are obtained
for each hypersquare H:*, such that upper bounds Ej on the
uncertainties are maximized.

C. Optimization of State Space Partition

The assumption of a piecewise constant controller u(x) =
u; has the benefit that only finitely many inequalities at
core positions have to be checked. On the other hand,
the assumption of piecewise constant controllers is clearly
conservative, i.e., a common u; for all core positions in
H{* might not exist. Instead, the assumption is only plau-
sible, if the dynamics within each hypersquare are quasi-
homogenous, that is, sf ~ sj»‘,V{si‘,sJ?‘} € H{. Therefore,
the aforementioned controller synthesis method is extended
by introduction of a rectangular state space partition P that is
allowed to be finer than the original hypersquare partition of
the RFS, and in which the dynamics of each region P; € P
is quasi homogenous.

A solution to this problem can be obtained using a
split and merge technique [15], which aims at recursively
splitting each hypersquare in smaller polytopes depending
on a homogeneity measure h,;, and merging neighboring
partitions depending on a homogeneity measure h,,. Among
the various ways of utilizing split and merge [16], the
cumulative variance of gradients at corners of polytopes

|Xk| = ]\Z'¥det (]\ZZ(S’GA) —mq)

J
. (saq) - mq>T) (23)

with mq = N% > sé‘j’q) is used for deciding, whether a
partition should be split. Hence, a partition is split, if [Xy| >
0, where 0, is a threshold to be selected.

The decision whether to merge two neighboring partitions
P, Ps is then carried out by means of a likelihood ratio test:
Core position gradients of each partition are assumed to be
drawn from a normal distribution

x *#ex 71 s’v"fmT 1 (s¥—m
p(si)*\/m p( 2(1 ) % (l ))

(24)

Then, by means of the likelihood ratio

L_< ZoP >2n
DIFIEPIPY

it is tested, whether the gradients are drawn from the same
distribution N (my, Xo), or from two different distributions
N(ml, 21), N(mg, 22)

Again, by choosing a threshold 6,,, L < 6, leads to a
positive merge decision. For simplicity, the merging is only
carried out for siblings of the same branch (see [16] for
further details), such that the final partition 7P consists only
of hypersquares instead of more complex polytopes.

(25)

Algorithm 1: Split and Merge
Set P = Uj Hjx ;
repeat
foreach P, € P do
L Split B;, if \EZ\ >0
Merge new subregions of P;, if L < 6,,.

until no changes;

The complete split and merge procedure is summarized in
Algorithm 1.

As a result, a new partition P = U; P, = UjHjx is
obtained for which the aforementioned controller synthe-
sis method can similarly be applied to. The benefit of
applying the split and merge technique is the option for
an arbitrarily fine partitioning. Thereby, hypersquares with
homogenous dynamics, e.g., almost static dynamic function
are obtained, which increases the chance to find a common
stabilizing constant control input. The drawback is in the
choice of parameters 6,,6,,, by which the resolution of P
is influenced. In addition, the split and merge technique
with hypersquares may potentially lead to an over fitting.
Therefore the maximum number of split and merge iterations
should be limited in order to limit computational complexity.

D. Auxiliary Polynomial Controllers Preventing Deadlock

Due to the switching control, the dynamic function of
the controlled RFS is in general discontinuous. Therefore,
chattering and deadlock phenomena may occur [17]. The
latter effect is particularly disadvantageous, since a solution
obtained from the aforementioned synthesis method may in
some cases only guarantee stability in the sense of Lyapunov.
Fig. 3 depicts an exemplary situation, where deadlock may
occur on the facet between two hypersquares.

17 — - —
72 s « v
N Uj Uy

] 0.5 A R
72 o ds e o« s

07 —

1

Fig. 3. Deadlock phenomenon due to switching control.

In order to avoid this undesired effect, auxiliary local
controllers are determined for those partitions P; € P, in
which deadlock potentially may occur. The synthesis of these
auxiliary controllers is a two step procedure:

1) Partitions are detected, in which deadlock may occur
due to the switching control. By considering any two
neighboring partitions {P;, P;}, deadlock occurs on
the facet F;; = P; N P; with outer normal vector
ng, if 3 8§ € Fy, such that o (n}§§(u)) =
-0 (ngéf(uj))
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2) With help of the previously determined Lyapunov
function, polynomial controllers u;, = k(x), u =
u; + up, are calculated for these partitions based
on sums of squares optimization. In addition to the
constraint —V'(x) > 0, the constraint n’; -x > 0,Vx €
F;;, is added to ensure that gradients point away
from conflicting facets. Using sums of squares, these
conditions hold, if

avx)\" .
_( c ) %€, VxeP;,  (26a)
n’ - % € I[x],Vx € F;. (26b)

Since these constraints have to hold only locally, the
generalized S-procedure [18] is utilized. Every rectan-
gular partition P; may be outer approximated by an
ellipse €;(x), which is itself in a polynomial form.
The same holds for every facet Fj;, which is outer
approximated by ¢;;(x). Then a solution to (26) is
found, if there exists a polynomial controller k;(x)
and auxiliary polynomials ¢1(x), t2(x), such that

T
_ <a‘g)((X)> . 5{ — tl(X) . €j(x) c E[X], (273)

(27b)
(27¢)

.. 5( — tQ(X) © Pij S E[X],

nt
t1 (X)7 tQ(X) S Z[X]

Considering again model uncertainties, the equations

min»  —logdetMe;, VA H, €U, (28a)
‘Sj J
T
s.t. — 816/))(;() x —t1(x)ej(x) € X[x] (28b)
1’13; . )~( — tg(X)(pij € Z[X], (28¢)
t (X)th(X) € E[X]v (28d)
M ; = diag (& ;,--,&, ;) (28¢)

X = a(;,4)(x)+ Bj o (%) (uj + k;(x))+ (24, 1) E,
(281)

are finally obtained.

Note that the auxiliary polynomial controllers are only
computed for conflicting partitions, if exist. In all other cases,
only locally constant controllers are applied. Although the
synthesis for polynomial controllers is also possible for every
hypersquare with simultaneous computation of polynomial
controllers and a common Lyapunov function (see [4]), this
usually leads to a much higher computational complexity,
even for small systems. Therefore, we restrict the sum
of squares framework to the computation of the auxiliary
controllers only.

V. NUMERICAL EXAMPLE

To illustrate the controller synthesis method, the inverted
pendulum on a cart as discussed in [19] is considered, with
the motion of the cart not being modeled. All computations

were carried out in MATLAB, using YALMIP [20] and SE-
DUMI [21].
Neglecting friction, the nonlinear system dynamics read

(29a)
(29b)

:tl = T2,
&9 = —sin(x1) — cos(x1)u,

which will serve as a ground truth model, from which a RFS
is obtained. The control input u is the acceleration of the cart.

The angle x; of the pendulum as well as the angular
velocity x5 are considered in intervals z; € [27/3, 4m/3]
x9 € [—7/3, /3], whereas the aim will be to stabilize the
upper equilibrium x* = [r, 0]7. By defining core positions
at {s7'} = {r£7/3, 7+ 7/6, m£7/12, 7}, {s77} =
{£n/3, £n/6, £n/12, 0}, {sy} = {£10,0}, a RFS is
derived from (29). The phase plot of the uncontrolled system
is depicted in Fig. 4, in which the unstable equilibrium can
clearly be seen. Due to the rectangular grid, the RFS is lin-

T T T T T T
™ | —— 22 |
3 NSNS ~=S|l==p-+~- A2V
Lassdssls-sp-2t-12777(
NSNS N N~ sls-2p -~ 22220
™ N [ Y 222270
6 | vy s s o b2 ERE —
™ :zyyy 2 a2 2r 27 F
[ v v v 1
12 ixwv a7
Q 0 — - PUNPSIT S} .
~ T
e s LR
— T | y . PR LS B
12 d ¢ e « of s NS
_m PR IR B L R
6 [ < d < <[ <[F~ N
Av vl <
A0 cbededecls~psssy
Avveebededes|~SpPSSNY
p) ApDI PEIPE 'S SENENE NN
_rm | L P LN |
3 T
| | | | | | |
27 57 1llw 7T 13w 7xm 4n
3 6 1 1 6 3

Fig. 4. Phaseplot of uncontrolled RFS.

guistically interpretable, since linguistic values Lfll = ij =
{neg. big/medium/small, zero, pos. small/medium/big} can
be associated with the core positions sfll , sj; For the input
space, L, = {negative, zero, positive} correspond to core
positions sy .

In order to refine the initial partition of the RFS, Algo-
rithm 1 is applied, choosing 6; = 1 as threshold parameter
for the covariance matrix 3J; of each partition P; by which
it is decided whether to split P;. In addition, 6, = 1 is
chosen as threshold for the likelihood ratio test, by which it
is decided whether or not to merge two adjacent partitions
P;, P;. The result of the split and merge procedure is shown
in Fig. 5. As can be seen, by choice of the threshold
parameters 6, 0,,,, larger regions are split such that the vector
field f;(x,u) is quasi homogenous within each partition P;.
This improvement comes at the cost of the loss of linguistic
interpretability of P.

Applying the synthesis concept of robust feedback de-
scribed in Sec. IV-B, a positive definite matrix

538 0
0 421

as well as constant inputs are obtained for each region F;,
which are listed in Table I. It also lists the resulting upper

P—10-°. [ (30)
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ia
Fig. 5. Refined partition P of RFS with indices.

bounds &, of the allowed model uncertainties as well as the
local maximum model error €; = max |Xrrs — Xgr|, X € P,
between dynamics of the recurrent fuzzy system and the
ground truth model. (Since in this example, €;; ~ 0, only
€2 is listed.) Note that throughout this example, model un-
certainties were constraint to EL < 10 for numerical reasons.
As becomes obvious from Table I, the calculated allowed
bound on model uncertainties £, is always significantly larger
than the actual model uncertainties €;. In any case, the
knowledge of &; allows to a certain extent for an evaluation
of the criticality of approximation errors.

TABLE I
CONTROLLERS u%;, BOUNDS ON ADMISSIBLE PARAMETRIC
UNCERTAINTIES €; FOR PARTITIONS P; AND LOCAL DIFFERENCE €2

i w1 &0 @2 ? U i1 &io 2
1 10 10 2.3 0.22 25 —9.84 0 5.36 0.26
2 10 10 4.77 0.22 26 —9.85 0 7.63 0.08
3 10 7.83 2 0.22 27 —9.88 0 8.25 0.08
4 10 10 4.13 0.22 28 —9.88 0 7.94 0.08
5 10 10 6.82 0.08 29 —9.87 0 6.76 0.08
6 10 10 8.73 0.08 30 —9.9 0 3.59 0.26
7 10 10 9.31 0.09 31 —10 5.87 3 0.27
8 10 10 7.95 0.08 32 —10 10 6.67 0.08
9 10 10 6.34 0.27 33 —10 10 8.67 0.09
10 10 10 4.3 0.27 34 —10 10 8.09 0.08
11 10 10 5.7 0.27 35 —10 10 5.54 0.08
12 10 10 3.45 0.27 36 —10 3.92 2 0.22
13 10 3.92 2 0.22 37 —10 10 3.45 0.27
14 10 10 5.54 0.08 38 —10 10 5.7 0.27
15 10 10 8.09 0.08 39 —10 10 4.3 0.27
16 10 10 8.67 0.09 40 —10 10 6.34 0.27
17 10 10 6.67 0.08 41 —10 10 7.95 0.08
18 10 5.87 3 0.27 42 —10 10 9.31 0.09
19 9.85 0 3.71 0.22 43 —10 10 8.73 0.08
20 9.82 0 7.14 0.08 44 —10 10 6.82 0.08
21 9.81 0 7.9 0.08 45 —10 10 4.13 0.22
22 9.83 0 8.34 0.09 46 —10 7.83 2 0.22
23 9.83 0 7.87 0.08 47 —10 10 4.77 0.22
24 9.78 0 5.08 0.27 48 —10 10 2.3 0.22

Table II shows the influence of the partition on the upper
bound of allowed model uncertainties €. For constant 6,, =
1, the threshold 6 for the split decisions of regions is
changed, resulting in different numbers of regions within
the partitions. As can be seen, an increase in the number
of regions and therefore a decreased size of regions may
lead to a higher bound of allowed model uncertainties.

As can be seen from the phase plot Fig. 6, the closed-
loop system is stable in the sense of Lyapunov, but deadlock
occurs for x5 = 0. On the other hand, this means the
pendulum will remain at an angle of z; # w. This is

TABLE II
DEPENDENCY OF ROBUSTNESS ON PARTITION SIZE

6s  regions min Ej 1 min; Ej 2
1 48 1.03-10~4 2

0.5 72 10 4.13

0.1 132 10 10

only possible, if the wagon, which is not modeled here,
remains at a constant speed. Thus, the entire system can
be considered as unstable in this case and the necessity
for auxiliary controllers guaranteeing asymptotic stability is
clearly motivated.
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Fig. 6. Phaseplot of closed-loop RFS with piecewise constant controller.

By calculating polynomial controllers of fourth order for
conflicting regions according to Sec. IV-D, a final closed-
loop system is obtained as depicted in Fig. 7. For an initial
value of x = [4,—1]7, the development of the states and
the system input is shown in Fig. 8. In addition, the control
law developed for the RFS is applied to the ground truth
model (29) for comparison. Fig. 8 also shows that due to
the inherent approximation error of the RFS, the difference
e = Xgrps — Xgr between the states of the RFS and the
ground truth model is nonzero in general, but converges to
zero asymptotically.
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Fig. 7. Phase plot of closed-loop RFS. In shaded regions, additional
polynomial controllers were computed preventing deadlock.
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Fig. 8. Development of states x1, x2, input u in controlled RFS and

differences e; = x; rRrs — T;,gT between RFS and ground truth model for
initial value of xo = [4, —1]T.

VI. CONCLUSIONS

In this paper, a controller synthesis concept for recurrent
fuzzy systems was presented, which makes use of the un-
derlying state space partition of the system class. The key
observation is that dynamical properties within each region
have to be checked at corners only in case of constant inputs.
This motivates the use of a constant input for each region
and thus a piecewise constant controller for the entire system.
To reduce conservatism, the state space partition is refined
by means of split and merge techniques in order to obtain
locally quasi homogenous vector fields. Then, local inputs
are computed by means of bilinear inequalities such that
stability of the controlled system can be guaranteed for model
uncertainties up to a certain boundary, which is sought to be
maximized.

Since recurrent fuzzy systems are approximate models, the
strength of this concept is that model uncertainties can be
taken into consideration. In addition, the switching control
lends itself quite naturally to the hybrid nature of the system.
Since dynamic properties have to be checked at corners
of the regions, the computational complexity remains quite
moderate. This efficiency would hardly be possible with more
complex controllers, e.g., simultaneous computation of local
polynomial controllers and a common Lyapunov function.

On the other hand, the drawback of the switching is
the possibility of deadlock and chattering effects. In order
to account for the first, auxiliary polynomial controllers
can be incorporated in order to prevent the system from
this undesired effect and to guarantee asymptotic stability.
Furthermore, undesired chattering effects can easily be pre-
vented, e.g., by hysteresis switching.

The focus of this paper was on robust control of recurrent
fuzzy systems by locally maximizing a region of allowed
model uncertainties. In this context, chattering effects may
occur due to discontinuities in the dynamic function of the
controlled system, which is here a rather undesired side

effect. On the other hand, explicit sliding-mode controllers
for recurrent fuzzy systems are another approach for robust
control, which will be subject to further research.
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