
  

 

Abstract— This paper compares two alternative feature data 
meta-representations using Intervals' Numbers (INs) in the 
context of the Minimum Distance Classifier (MDC) model. The 
first IN meta-representation employs one IN per feature 
vector, whereas the second IN meta-representation employs 
one IN per feature per class. Comparative classification 
experiments with the standard minimum distance classifier 
(MDC) on two benchmark classification problems, regarding 
face/facial expression recognition, demonstrate the superiority 
of the aforementioned second IN meta-representation. This 
superiority is attributed to an IN's capacity to represent 
discriminative, all-order data statistics in a population of 
features.  

I. INTRODUCTION 

An important part of each modern intelligent system, 
able to interact with its environment and to take decisions 
about its content, is the process of pattern classification. 
This processing gives human-like intelligent abilities to the 
system being incorporated, in terms of perception, 
understanding and adaptability. Based on this mechanism 
several systems have been proposed in the past for video 
surveillance [1], security [2], entertainment [3], biomedicine 
[4], etc. 

In order to accomplish the pattern classification 
procedure, the patterns have to be represented appropriately 
and fed on a specific classification model called classifier. 
The knowledge about the patterns is commonly represented 
by numerical feature vectors which for the case of image 
patterns reduce the dimensionality of the useful information. 
Considering the case of image patterns, several features 
have been used such as shape descriptors [5], moment 
features [6][7], histograms of measures [8][9], etc. The 
formed feature vectors are used in a next stage to train a 
classification model e.g. neural network, k-NN, Naive-Bayes 
classifiers, providing the overall system with the decision 
capability. 

A different approach in representing the patterns and 
classifying them, showing promising results has been 
proposed into the Lattice Computing (LC) paradigm [10]-
[13].  
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In this context, the initial feature vectors constituting an 
approximation of the images are transformed to Interval’s 
Numbers (INs). This meta-representation enables the usage 
of some useful tools defined in lattice space, such as distance 
and similarity measures, able to distinguish the patterns of 
each class. Based on these distance and similarity measures, 
traditional classifier models have been adopted [10]-[14] 
and applied in pattern classification applications with 
success. 

Considering the task of pattern classification by using 
lattice computing, this work investigates the impact of the 
INs construction to the classification accuracy of the 
designed classifier. To this end, two possible construction 
strategies are studied by highlighting the main properties of 
each design strategy. Moreover, through appropriate 
experiments useful conclusions, regarding the 
discrimination capability of the constructed INs types, are 
drawn. The outcomes of this study will constitute a useful 
guide to everyone who desires to solve a pattern 
classification problem into the lattice computing paradigm. 

This paper is organized as follows: Section II 
summarizes the theory of the INs meta-representation 
defined inside the lattice computing framework. In this 
section the two possible INs construction strategies are 
analyzed. Section III describes the design principles of a 
MDC classifier in the LC context. Section IV presents some 
experimental results with well-known benchmark datasets. 
Finally, section V summarizes the main conclusions of this 
study. 

 

II. INTERVAL’S NUMBERS (INS) 

A lattice is a partially ordered set (L,⊑ ). In a lattice any 
two elements ,x y L  have both a greatest lower bound 
(infimum), denoted by x y  and a least upper bound 

(supremum), denoted by x y . The (L,⊑ ) lattice is called 

totally-ordered if every  ,x y pair satisfies either x⊑ y or 

x⊐ y. Furthermore, the (L,⊑ )lattice is called complete iff 
each of its subsets X has both an infimum and a supremum 
in L [15]. 

Considering the above definitions several tools have been 
developed in the LC framework for solving difficult 
engineering problems. Our interest focuses on a complete 
lattice of Intervals' Numbers (INs) [10] defined hereafter. 
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A. Data Representation by Interval’s Numbers (INs) 
A simple well established algorithm (CALCIN) exists 

[10][13] for the calculation of INs as a data representation 
utility. Herein, the INs calculation procedure is briefly 
described, for the general case of a population of data 
samples (measures). 

Suppose a vector x  of real (pair wise different) data 
samples, e.g. 1 n= ( , , )x xx  . Two entries xi, xj of the vector 
x are called successive iff there is no other entry 

 , 1,...,kx k n with < <i j k i jx x x x x  ( : min, : max). 
Moreover, a strictly-increasing, cumulative real function 

0:c   is computed from the entries of vector x  by, 
first, defining 

      1 : 1,...,   and , 1,...,i j j ic x x j n x x i n
n

     (1) 

where S  denotes the cardinality of the set S ; finally, 

function 0:c   is defined by straight-line connecting 

any two points   ,i ix c x  and   ,j jx c x , where ,i jx x  are 

successive entries of vector x . Obviously, there is a unique 
real number 0x such that  0 0.5c x  . In conclusion, an IN is 

calculated from function  c  such as for values less-than or 

equal-to 0x the corresponding IN envelope function is  2c x , 
whereas for values larger than 0x the corresponding IN 

envelope function is   2 1 c x . An IN envelope is 

represented by a user defined number Nh equally spaced 
intervals (h-cuts) from h=0 to h=1 and thus any population 
of data samples in vector x  can be represented by Nh 
intervals stored in a Nh x2 size matrix. A commonly used 
number of intervals is 32 (Nh=32) by resulting to a 32x2 
length representation. It is worth noting that the IN meta-
representation includes all order data statistics of the initial 
population. 

B. Construction of INs for pattern classification  
The calculation of an IN, as described in the previous 

section, takes into account only the distribution of the data 
samples inside the population. However, for the case of 
pattern classification problems an additional requirement 
has to be also satisfied. For this case it is essential to 
describe the prototype of each class in a sense that patterns 
of the same class are close to their prototype and far away 
from the prototypes of the other classes. This need also 
agrees with the Fisher criterion [16] considering the intra-
class and inter-class separability of the classes. 

Therefore, it is evident that special attention has to be 
paid when the INs are constructed from populations of 
features (feature vectors), with several populations for each 
class. In order to investigate this process the three artificial 
patterns { 1 2 3, ,k k kp p p } for the kth class of Fig. 1 are 
considered.  

 1f  2f  3f  4f  

1
kp  1.34 0.67 2.11 4.32 

2
kp  1.26 0.59 2.04 4.38 

3
kp  1.29 0.71 2.07 4.28 

 
Figure 1.  Artificial patterns of the kth class. 

Each pattern is described by a feature vector having four 
features { 1 2 3 4, , ,f f f f }. 

It is note that each class is represented by a number of 
patterns described by equally sized feature vectors. The 
aforementioned patterns will be used to investigate two 
different INs calculation approaches described hereafter. 

1)  Approach 1 - INs per Feature Vector (pFV) 
Considering that each pattern is represented by a feature 

vector of specific length (equal to the number of used 
features), the simplest way to construct an IN is by tackling 
each feature vector as a population of samples. This 
approach is called INs per Feature Vector (pFV) for the rest 
of this work. In this case the classes’ prototypes are selected 
to be a specific IN that better describes the patterns 
distribution. The corresponding INs constructed by this 
approach for the case of the patterns of Fig. 1 are depicted in 
Fig.2. These INs are derived by applying the CALCIN 
algorithm (Eq.(1)) to the data rows of Fig.1. 

The ability of IN’s to provide an IN meta-representation 
of any size for data vector x , make this meta-representation 
appealing instrument to deal with big (numeric) data, such 
as in Alzheimer’s disease detection [17][18], where initial 
feature vector sizes are of the order of several hundreds or 
even thousands.  

Therefore, it can be claimed that this INs construction 
strategy performs a dimensionality reduction to the initial 
feature vectors. This functionality is achieved by the 
following rule of thumb “  / 2hN DataSize ” where 
DataSize is the size of the initial population data samples. 
Although, the Datasize of the examined test patterns are 4 
and a number of Nh =32 h-cuts is usually computed [12]-
[15], several Nh numbers up to DataSize can be studied for 
the cases of long feature vectors. 

 

Figure 2.  Calculated INs (1st approach) of the three artificial patterns. 
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Figure 3.  Calculated INs (2nd approach) of the three artificial patterns. 

2) Approach 2 -INs per Feature (pF) 
The aforementioned per feature vector INs construction, 

is useful for high length initial feature vectors, since it 
applies a dimensionality reduction simultaneously. However, 
from the pattern classification point of view this reduction is 
in some sense “blind” since it does not consider the classes’ 
separability to perform the reduction. Moreover, a closer 
look at the constructed INs of Fig.2 gives the additional 
information of the existence of a small tolerance among the 
patterns of the same class. This tolerance is inherited by the 
initial feature vectors and corresponds to the different 
conditions under which these features were derived. Such 
variations are responsible for the degradation of classifiers’ 
accuracy.   

Another alternative of INs meta-representation design is 
the construction of an individual IN per feature of all the 
patterns, called INs per Feature (pF). In this way, the 
resulted INs enclose all the variations imposed to each 
feature, increasing their robustness to different acquisition 
conditions. 

Following this approach, an IN is constructed for each 
feature thus the number of INs representing each class’s 
prototype is equal to the length of the used feature vector. 
Surely, it is not efficient to apply this approach for high 
dimension feature vectors, but the generalization capability 
of the classifier model is expected to be improved. 

The corresponding INs of the artificial patterns (Fig.1) 
are illustrated in Fig.3. From this figure it is obvious that the 
constructed INs are more narrow compared to the INs of 
Fig.2 due to the fact that they describe the distribution of 
each feature rather the entire feature vectors of the patterns.  

C. Discussion 
To summarize, each one of the above different INs meta-

representation design alternatives shows some useful 
properties making them appropriate for specific 
applications. Based on the above theoretical analysis the 
pFV approach is applicable for high length feature vectors, 
while the pF is more efficient for small feature vectors. The 
pFV scheme is expected to be less accurate in terms of 
classification performance, while the pF approach is more 
robust to varying acquisition conditions. 

In the next sections, these two design schemes will be 
studied under the same classification configuration, in 
classifying the patterns of two benchmark classification 
datasets. 

III. LC-BASED CLASSIFICATION 

Since the introduction of the LC, a lot of work has been 
reported in reformulating some traditional classifier models 
to operate according to LC framework [10]-[14]. Among 
these models the Minimum Distance Classifier (MDC), 
which is equivalent with the 1-NN classifier, is selected for 
this study due to its simplicity. 

An extension of the MDC in the LC context making use 
of the INs representation is described in this section. A 
traditional MDC assigns a test sample (S) to the class (k*) 
represented by the prototype pattern *k

P  such that *k
P  

corresponds to the minimum distance; symbolically, 
 

  arg min ,kk
k Dist P S   (2) 

where Pk is the single prototype pattern of class k and 
Dist(.,.) is a distance function that quantifies the “apartness” 
of Pk and S. 

A. LC-based Minimum Distance Classifier (LC-MDC) 
The above MDC classifier can be reformulated in the LC 

framework by incorporating a distance (metric) over the 
meta-representation of the features as INs. In this case both 
a class prototype pattern Pk and a test sample S are in the 
Cartesian product FN, where F is the lattice of INs. Such a 
distance is defined as follows: 

Definition 1. A distance (metric) [19] d in a nonempty 
set A is a real function  : 0,d A A   which satisfies 
the following conditions, , , :x y z A   

 

 C1.  , 0d x y x y       (coincidence) 

 C2.    , ,d x y d y x      (symmetry) 

 C3.      , , ,d x z d z y d x y    (triangle inequality) 

A distance function 0:d  F F F  in the lattice F of 
INs is defined [13] as: 

   
1

0

, ,h hd F G d F G dh F I  (3) 

where the function 0:d  I I I is a distance given by 

          
   

, , ,

;

d a b c d v a c v a c

v b d v b d

      
     

I
 (4) 

where 0:v   and :     are strictly increasing 
and decreasing functions, respectively.  
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In conclusion, a distance function 0: N Nd  F F  is 
given by  

      

 

1 1

1

, ,..., , ,...,

,

N N

N

i i
i

d d F F G G

d F G




 F

F G

 (5) 

Note that the following functions 0:v   and 
:     have been used in Eq.(4). 

       and  2
1 x

Av x x x
e  

 
 

  


 (6) 

where ,A   and     are free parameters. These 
parameters increase flexibility of the distance function when 
comparing two INs at different resolutions. 

B. Parameter Estimation 
The three parameters ( , ,A   ) of Eq.(6) need to be 

tuned appropriately since they control the discrimination 
ability of the LC-based MDC classifier.  

Due to the lack of analytical expression of the 
classification error as a function of these free parameters, a 
stochastic optimization algorithm seems to be a good choice. 
For this purpose, optimization techniques such as Genetic 
Algorithms (GAs) [20], Particle Swarm Optimization (PSO) 
[21], etc., could be applied. Herein, a simple GA is 
incorporated having the following settings: 100 
chromosomes population, crossover and mutation 
probabilities 0.8 and 0.01 respectively, 1 elite chromosome 
and stochastic universal approximation selection method; 
moreover, the algorithm was executed for 100 generations. 

It is worthwhile noting that genetic algorithm’s 
chromosomes consist of the free parameters of Eq.(6). For 
the case of the pFV scheme the tuned parameters are three 
( , ,A   ), while for pF are the three previous parameters per 
feature resulting in 3 (NumberOfFeatures) parameters 
totally. The fitness function being optimized is the same for 
both strategies and corresponds to the classification error 
(WrongClassifiedPatterns /TotalPatterns) during the 
training stage. 

IV. EXPERIMENTS 

A set of experiments were conducted in order to evaluate 
the two different INs construction schemes. To this end, 
appropriate software was developed in MATLAB 2012b 
environment, while all experiments were executed in an 
Intel i5 3.3GHz PC with 8GB RAM. 

A. Datasets Description 
Two typical pattern classification problems sharing 

common attributes and attracting the scientists’ interest in 
the recent years, a human face and facial expression 
recognition were selected as test bench to study the 
classification performance of pFV and pF schemes. For the 
experiments two popular benchmark datasets of the above 

mentioned problems were used the YALE [22] and JAFFE 
[23]. The first one consists of 165 images of 15 individuals 
in 11 different instances. The latter consists of 213 images 
describing the seven basic human expressions (neutral, 
angry, disgust, fear, happy, sad, and surprise) of several 
Japanese female models.  

Moreover, an additional pre-processing task has to be 
performed to the initial images, in order to remove 
irrelevant image content such as background/hair. For this 
reason the Viola-Jones face detector [24] is applied to 
separate the head region from the background, and then by 
masking the face with an ellipse the hair is removed. As a 
result, the final images, including as much facial 
information as possible are used for feature extraction. 

B. Features Extraction 
From the face images of each dataset a set of feature 

vectors are extracted in order to reduce the carrying 
information about the faces by maintaining the discriminant 
information. 

The method of orthogonal moments is selected as the 
feature extraction technique, due to its popularity and 
efficiency in representing the patterns. Orthogonal image 
moments have been applied in many disciplines of the 
engineering life, especially in pattern recognition and 
computer vision [25][26] with remarkable success. 

Two popular moment families are used in this study the 
Zernike moments (ZMs) and Tchebichef moments (TMs). 
The first moment family (ZMs) belongs to the continuous 
radial moments, is rotation invariant and is probably the 
most used moment type in the literature. The latter moments 
(TMs) are defined to the discrete domain and thus is more 
accurate than the ZMs. 

For the sake of the experiments the ZMs and TMs 
moment features are computed up to order 18 and 9 
respectively. The computed moments are rearranged in the 
form of vectors by applying the zigzag scan scheme. The 
resulted feature vectors are of 100 sizes in both moment 
types. 

C. Simulations 
A “10-fold cross-validation” training scheme, according 

to which each dataset is partitioned in 10 equal parts (each 
class is represented fairly), is applied. Nine-tenths of the 
data are used for training, whereas the remaining one-tenth 
is used to test the trained classifier. The same procedure is 
applied until all tenths of the data are used for testing. 

In order to better highlight the classification abilities of 
the two INs’ construction schemes, the typical MDC model 
is used under two different configurations in comparison 
with the proposed LC-MDC models.  

One important parameter that controls the operation of 
the MDC model is the selection of the classes’ prototypes 
from which the samples’ distances are measured. To this, 
end two tactics are commonly applied: the first sample 
(MDC-A) or the mean feature vector (MDC-B) of the 
training samples of each class is used as classes’ prototypes. 
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Moreover, the well-known Euclidean distance is applied to 
measure the proximity of the samples. 

According to the “10-fold cross-validation” the 90% 
training samples are used to construct the classes’ 
prototypes, while the rest 10% are used to test the 
generalization capability of the model. Furthermore, for the 
case of the LC-based models where a parameter estimation 
process is needed, the 10% of the samples are used to 
validate the constructed model, while the remaining 80% 
and 10% are used for training and testing purposes. 

The following Tables I, II illustrate the corresponding 
experimental statistics (minimum (Min), maximum (Max), 
average (Ave) and standard deviation (Std)) in terms of 
classification rate (%), for the YALE and JAFFE datasets, 
respectively. In these tables, the LCpFV-MDC and LCpF-
MDC, correspond to the LC-based MDC models applying 
the pFV and pF INs’ construction schemes, respectively. 
 

TABLE I.  CLASSIFICATION RATE (%) STATISTICS FOR YALE DATASET 

Classifier Features Classification Statistics 

  Min Max Ave Std 

MDC-A 

ZMs 20.00 73.33 42.00  15.41 

TMs 46.67 66.67 52.67 6.63 

MDC-B 

ZMs 26.67 100.00 78.67 29.28 

TMs 66.67 100.00 88.67 12.98 

LCpFV-MDC 
ZMs 6.67 53.33 29.33 15.14 

TMs 13.33 66.66 36.66 15.47 

LCpF-MDC 
ZMs 33.33 100.00 77.33 22.92 

TMs 66.67 100.00 85.33 13.98 

 

TABLE II.  CLASSIFICATION RATE (%) STATISTICS FOR JAFFE DATASET 

Classifier Features Classification Statistics 

  Min Max Ave Std 

MDC-A 

ZMs 9.52 38.09 20.57 8.40 

TMs 0.00 38.09 17.26 10.90 

MDC-B 

ZMs 20.00 42.86 29.14 8.11 

TMs 14.28 52.38 28.64 12.41 

LCpFV-MDC 
ZMs 14.28 33.33 22.95 6.61 

TMs 9.52 28.57 17.24 6.46 

LCpF-MDC 
ZMs 9.52 52.38 34.90 13.41 

TMs 14.29 57.14 30.14 13.65 

 
From the above tables it is obvious that among the two 

different types of the traditional MDC, the MDC-B is more 
efficient (8.57%-35.67% better, on average), since the 
selection of the prototypes by averaging the samples’ feature 
vectors is more robust to classes’ variability. 

Concerning the LC-based MDC models the pF INs’ 
construction scheme outperforms the pFV in both datasets 
significantly. The INs meta-representation of the feature 
vectors seems not to be highly disciminative, since the 
reduction applied along to the features (from 100 to 64) 
causes the rejection of some useful information. Therefore, 
the dimensionality reduction implied by the pFV strategy is 
useful with very long feature vectors, where there is 
significant information redundancy such as biomedical data 
[18]. For feature vectors of low dimensions, this scheme 
discards useful information by making the resulted INs less 
discriminative. 

On the contrary, the pF scheme seems to be able to 
describe the tolerance of each feature along to its class and 
thus to provide a more robust meta-representation. This 
tolerance is occurred very frequently due to illumination, 
noise and environmental variations existing during the 
image patterns acquisition. 

For the case of the YALE dataset, the LCpF-MDC 
classifier performs competitively to MDC-B, with the latter 
being slightly more accurate on average. However, this 
dataset is quite easy and it seems that the mean value of the 
feature vectors is adequate to distinguish the classes. 
However, when more difficult JAFFE dataset is considered, 
all order statistics enclosed by the INs meta-representation 
of the LCpF-MDC are somewhat necessary to accurate 
classifying the patterns. Furthermore, the existence of the 
adjustable distance metric used to distinguish the patterns, 
give more degrees of freedom to the overall classification 
process and enables the adaptation of the LCpF-MDC to 
different applications.  

Summarizing, the pF INs construction scheme has 
shown superior classification accuracy compared to pFV by 
establishing this strategy the appropriate choice when 
dealing with classification in the LC paradigm. Although, 
the pF scheme was applied on the MDC model, giving 
promising results, it can be potentially incorporated into any 
lattice-based classifier. 

 

V. CONCLUSION 
A detailed analysis of the INs meta-representation in the 

LC context was presented in the previous sections. To this 
end, two different alternatives for INs construction were 
analyzed and studied by incorporating them to the MDC 
model. Appropriate experiments shown the superiority of 
the pF scheme compared to the pFV, due to its robustness to 
the classes’ separability.  

Moreover, all order statistics enclosed in the INs 
constructed by the pF scheme make the corresponding MDC 
model competitive to the traditional classifiers. The pF INs 
meta-representation can be used to any lattice based 
classifier in order to improve the discrimination ability of 
the initial feature vectors and the generalization 
performance of the classification model.  
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