
 
 

 

  

Abstract—Information sets expand the scope of the existing 
uncertainty theories by representing uncertainty in the 
information sources. An information set takes into account both 
the information source values as well as the membership grades. 
In this study, we investigate in detail the properties of the 
information sets. The information measures for the information 
sets are also developed to measure the information content in an 
information set. 

I. INTRODUCTION 
The fuzzy sets theory helps to model the vague concepts 

associated with the attributes of objects or classes using the 
membership functions (MFs). The notion of membership 
functions has been introduced to deal with the foregoing 
form of uncertainty of classification [1]. They range between 
0 and 1 reflecting an assessor’s view about the partial degree 
of membership in an imprecise class. The MF caters to the 
uncertainty of classification which arises due to the 
imprecise boundaries of the classes.  Since, the appearance 
of fuzzy set theory, it has been applied in a number of 
problems [7-11]. 

At the same time many researchers have cited the problem 
of interpretation in fuzzy membership function [12-14]. For 
instance, suppose an observer in Mali conveys to a receiver in 
Alaska that temperature in Mali is hot, it might be the case that 
the receiver in Alaska may not get the right reference with the 
value hot. The same stands true with the membership 
functions as well. Also, the fuzzy set theory treat the 
information value and the respective membership function 
separately. The membership functions only give the 
belongingness of an attribute to the concept but do not make 
use of the attributes. The membership functions express the 
degree of association of each attribute to the respective 
concept, which is qualitative information.  

The concept of information sets has been introduced in [2] 
to address these gaps by taking into account the attribute 
values along with the membership grades. This minimizes 
the subjectivity in the representation of uncertain concepts. 
The information set gives a uniquely interpretable mapping 
between information source and its evaluation in terms of of 
entropy (information) as evaluated by an agent, through a 
flexible parameter based framework. The capabilities of the 
agent in representing uncertainty go far beyond those of the 
membership functions [2]. 

In this work, we present the properties of the information 
sets. The information measures for the proposed information 
sets are also developed to measure the information content in 
the given information sets. Next, we interpret the 
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information measures with the aid of three examples to 
illustrate the concepts.  

The rest of the paper is organized as follows. Section 2 
discusses the notations. Section 3 gives an overview of fuzzy 
and information sets. Section 4 investigates the properties of 
the information sets. In Section 5, we present the information 
measures for the information sets. The proposed information 
measures are computed for three different combinations of 
fuzzy sets. Section 6 concludes the paper.  

II. NOTATIONS 
We consider a tabular representation of an information 

system, as shown in Fig. 1. Each row corresponds to an object 
and each column corresponds to an attribute. A cell ሺijሻ of this 
representation gives the information value that i୲୦ object takes 
for j୲୦  attribute. All such values in a column represent the 
possible values for an attribute, and constitute an information 
source. We use the following notations throughout the study to 
define an information table: ܶ ൌ ሺܷ, ,ݐܣ ሼܫ|ܺ א  ሽሻ                                               (1)ݐܣ

where, ܷ ൌ ሼݔଵ, … , ܺ  is an information source ofܫ ሽ is a finite set of objects, At is a finite set of attributesݔ א  comprising of the ,ݐܣ
values that objects     ሼݔሽ א ܷ take for ܺ. 

When ሼݔሽ, ݅ ൌ 1, … , ݊  are clustered, it will lead to a 
certain number of fuzzy sets, as shown in Fig. 2. We denote 
these fuzzy sets by ܨ ൌ ൛ܫ൫ݔ൯, ߤ ൫ݔ൯ൟ, ݇ ൌ 1, … , ݖ ߤ ,ܷ ߳ ݔ , ൫ݔ൯ ߳ ሾ0,1ሿ.  

Here, ݔ refers to those elements ݔ from ܷ, which belong 
to fuzzy set ݇; ܫ൫ݔ൯ refers to the information source for ݔ; ܨ stands for fuzzy set ݇; ݖ is the number of such fuzzy 
sets ܨ, and the set ൛ߤ൫ݔ൯ൟ represents the MF of ൛ݔൟ in 
fuzzy set ݇, generated from the information source ܫ. An 
information source ܫ is a set of values that attribute X takes 
elements ݔ , belonging to fuzzy set ݇. For example, the 
components of multimedia elements, viz., speech, image, 
text, video constitute such information sources. 

In the context of an image, the components of each of the 
color models RGB, HSV constitute the information sources. 
For an object ݔ  in fuzzy set ݇ ൯ݔ൫ܫ  ,  refers to the 
information source value ܫ for ݔ. In the light of the above 
notations, we can write 

ܫ             ൌ ൛ܫ൫ݔ൯ൟ, ݅ ൌ 1, … , ݊                                 (2) 
 
An information source may also represent values for an 

attribute that may be varying in space or time. All such 
values of an attribute changing over time or space would 
constitute an information source. For instance, the changes 
in a parameter values due to face change, as a person gets 
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older, generate an information source. A data element, ݔ ߳ ܷ, can be represented as a union of such fuzzy sets, ܨ. 
 

 
Fig. 1: Information Table with Information Source 

 

 
Fig. 2: The Corresponding Fuzzy Sets for an Information Source 

 

III. FROM FUZZY SETS TO INFORMATION SETS 
The fuzzy set theory is the generalization of classical set 

theory to deal with uncertainty [3]. A fuzzy set may be 
viewed as a class with non-sharp boundaries [4], addressing 
the issue of granulation in terms of fuzzy sets with a soft 
transition between the classes in the case of fuzzy sets. 

Let ܷ ൌ ሼݔଵ, … , ሽݔ  is a finite and non-empty set of 
objects, and ࣠ሺUሻ denotes the set of all fuzzy subsets from ܷ. For all the values that an attribute ܺ takes for the objects, ሼxଵ, … , x୬ሽ , a fuzzy set k  is defined by a membership 
function µX୩  from the values of X, i.e. µX୩ ՜ ሾ0, 1ሿ. A fuzzy 
set k  of U  may also be thought of as a mathematical 
representation of a ‘‘vague’’ concept described 
linguistically. The fuzzy set theory leads to the generalized 
notions of sets and members of sets, compared with classical 
sets [5]. This observation leads to the view that the theory of 
fuzzy sets emerges from a deviation of classical set theory. 
The core and support are qualitative representations of a 
fuzzy set. They can be used as approximations of a fuzzy set 
[6]. They are defined as 

ߤሺ݁ݎܿ  ሻ ൌ ൛ߤ൫ݔ൯ ൌ 1ൟ ݐݎݑݏሺߤሻ ൌ ൛ߤ൫ݔ൯  0ൟ                                    (3)  
A fuzzy set models the ill-definition of a boundary of an 

imprecise concept, described linguistically, through MFs. A 
rough set characterizes an otherwise precise concept by its 
lower and upper approximations in terms of equivalence 
classes, because of incomplete information. The core and 
support of fuzzy set theory may be referred to as the lower 
and upper approximations of a set, in the rough set theory. 
For example, in the fuzzy set theory, pleasant weather is 
represented by different membership values in the classes 
“hot weather” and “cold weather”. On the other hand, these 

are visualized as the lower and upper bounds for the pleasant 
weather in a rough set. 

The information set [2] is constructed by taking into 
account the information source in a set. The membership 
function is assigned by an agent to the set. For situations, 
where an agent does not have an adequate knowledge to 
assess the information source precisely, the information set 
should come to his rescue. For example, let an agent 
assesses the distance between two cities as approximately 
150 Km with a membership grade of 0.65 in the fuzzy set 
“near”. In the original fuzzy set theory, the information is 
communicated in terms of the membership grade only, 
whereas the proposed information set represents the 
information source (150 Km), conditioned by the 
membership function (0.65) by the agent. The information 
associated with the information set in this case is 97.5. The 
concept of information arises from representing the 
uncertainty in an information source through the notion of 
information gain. 

Definition 3.1 [2]: The information gain corresponding to ݔ is defined as ݃ሺݔሻ ൌ  ݁ିቀ൫ூሺ௫ሻ൯యା൫ூሺ௫ሻ൯మା൫ூሺ௫ሻ൯ାௗቁഀ
      (4) 

where ݃ሺݔሻ is the information gain due to ݔ in ݇௧ fuzzy 
set, and a, b, c, d and ߙ are real valued parameters. 

Definition 3.2 [2]: The information set ܵ corresponding 
to information source ܫ and fuzzy set ݇ is given as 
       ܵ ൌ ൛ܫ൫ݔ൯݃൫ݔ൯ൟ , ݔ א ݇, ܷ               (5) 
 
An information set corresponding to a fuzzy set, 
comprises of the entropy values for various elements of 
the fuzzy set. In the domain of information set theory, the 
entropy for an element of a fuzzy set is defined as the 
product of information gain and information source. For a 
given attribute ܺ  and a fuzzy set ݇ , the entropy 
corresponding to object ݔ  forms an element of 
information set ܵ, and is expressed as         

       ܵ൫ݔ൯ ൌ ቀܫ൫ݔ൯݃൫ݔ൯ቁ 
     (6) 

The information gain here could be replaced with the 
membership function in case a well defined distribution is 
not available. 

Definition 3.3 [2]: The information ܪ  associated with ܵ is given as 

ܪ      ൌ ଵหிೖห ∑ ൯ݔ൯݃൫ݔ൫ܫ , ݔ א ݇, ܷ      (7)  

where, the term หܨห refers to the cardinality (the count of 
the elements) of  ܨ. 

Thus the original information source ܫ  gets translated 
into the information ܪ with the fitting of the underlying 
distribution with an appropriate membership function. If a 
membership function is treated as an agent, different forms 
of membership functions (agents) give different information 
sets for the same set of information source values. For 
example, in the context of the information table in Figure 1, 
the information associated with ݔ on attribute ܺ is given as ܦሺݔሻ ൌቂቀܫଵሺݔଵሻ, ଵߤ ሺݔଵሻቁ, ቀܫଶሺݔଶሻ, ଶߤ ሺݔଶሻቁ, … , ൫ܫ௭ሺݔ௭ሻ, ௭ߤ ሺݔ௭ሻ൯ቃ                                                     (8)  
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The following example would further help in illustrating 
the concept of information sets. 

Example 3.1: Let us consider two persons A and B with 

salaries denoted as ݔ  and ݔ . Here, attribute ܺ ൌ 
salary, and fuzzy sets are ݇ଵ ൌ  and ݇ଶܣ ൌ  . Theܤ
fuzzy sets ܣ and ܤ refer to the two different fuzzy 
sets, corresponding to ܣ and ܤ, for the concept high salary. 

 We consider the information source for ݔ  as ܫ ቀݔቁ ൌ ܫ ቀݔቁ ൌ $4000. Both persons A 

and B have their own degree of satisfaction with their salary, 
reflected through their individual MFs for the fuzzy set high 
salary. Person A, evaluates his salary of $4000 as relatively 
high and he assigns membership in the class high salary as ߤ ቀݔቁ ൌ 1. In comparison, person B evaluates his 

salary not very high and assigns ߤ ቀݔቁ ൌ 0.6. 
In the original fuzzy set and other theories which extend 

the fuzzy sets theory like fuzzy rough sets, intuitionistic 
fuzzy sets or vague sets theories, the information is 
communicated in the form of membership grades,  ߤ ቀݔቁ ൌ 1 or ߤ ቀݔቁ ൌ 0.6.  

In the information set concept, the information value 
(information source) along with an agent’s judgment ൫µX୩ ൯, is 
considered. The information set of high salary as per A is ܵ ቀݔቁ ൌ ܫ ቀݔቁ כ ߤ ቀݔቁ ൌ$4000ሺ1ሻ ൌ $4000 . Similarly, ܵ ቀݔቁ  ൌ$4000ሺ0.6ሻ ൌ  $2400. 

It can easily be observed that the concept of information 
set agrees well with intuit. The same information source ሺ$4000ሻ carries more information/value for A, who assigns 
a higher membership grade to it than B. In other words, an 
information set communicates the information as viewed by 
an agent. 

IV. PROPERTIES OF INFORMATION SETS 
Here, we give a few properties of the information sets 

which are derived by extending the corresponding 
definitions for fuzzy sets and ordinary sets. 

The complement of an information set ܵ is defined as ܵכ  ൌ ቄܫ൫ݔ൯ ቀ1 െ ݃൫ݔ൯ቁቅ , ݔ א ݇, ܷ 

The information of the complement is defined as ܪ כ ൌ ଵหிೖห ∑ ൯ݔ൫ܫ ቀ1 െ ݃൫ݔ൯ቁ , ݔ א ݇    (9) 

Containment: An information set ܵభ is contained in ܵమ, 
that is  ܵభ ك ܵమ    iff   ݃భ൫ݔభ൯  ݃మ൫ݔమ൯,ݔభ א ݇ଵ, మݔ ;ܷ א  ݇ଶ 
                                                 (10) 

The union of two information sets ܵభ  and ܵమ  with 

respective membership functions ݃భ൫ݔభ൯  and ݃మ൫ݔమ൯ 

results into an information set ܵయ ൌ ܵభ  ܵమ . The 

elements of the resulting information set ܵయ are related to 

those of ܵభ and ܵమ as  ܵయ൫ݔయ൯ ൌ ܵభ൫ݔభ൯  ܵమ൫ݔమ൯ൌ ൛ܫయ൫ݔయ൯݃య൫ݔయ൯ൟ, భݔ א ݇ଵ; ݔమא ݇ଶ; ݔయ א ݇ଷ  
                             (11) 

where, ݇ଷ ൌ ݇ଵ  ݇ଶ ݃యሺݔሻ ൌ maxൣ݃భሺݔሻ, ݃మሺݔሻ൧ , is the information 

gain for the resulting set ܵయ. 

Theorem 4.1: The union of two ܵభ  and ܵమ  is the 

smallest information set containing both ܵభ and ܵమ. 
Proof:  
   maxൣܫభ൫ݔభ൯݃భ൫ݔభ൯, మ൯൧ݔమ൯݃మ൫ݔమ൫ܫ  భ൯ݔభ൯݃భ൫ݔభ൫ܫ

          maxൣܫభ൫ݔభ൯݃భ൫ݔభ൯, మ൯൧ݔమ൯݃మ൫ݔమ൫ܫ  మ൯ݔమ൯݃మ൫ݔమ൫ܫ

Furthermore, if SXࣽ  is any information set containing both SX୩భ  
and SX୩మ , then from (11), ܫࣽ ൫ݔࣽ ൯݃ࣽ ൫ݔࣽ ൯  ,భ൯ݔభ൯݃భ൫ݔభ൫ܫ ݔ א ݇ଵ, ࣽܫ ܷ ൫ݔࣽ ൯݃ࣽ ൫ݔࣽ ൯  ,మ൯ݔమ൯݃మ൫ݔమ൫ܫ ݔ א ݇ଶ, ܷ 

Hence,     ܫࣽ ൫ݔࣽ ൯݃ࣽ ൫ݔࣽ ൯ max ,భ൯ݔభ൯݃భ൫ݔభ൫ܫൣ  మ൯൧ݔమ൯݃మ൫ݔమ൫ܫ ൌ  ܫయ൫ݔయ൯݃య൫ݔయ൯ 

In light of above, ܵయ  ܵࣽ  follows. 

The intersection of two information sets ܵభ and ܵమ with 

respective membership functions ݃భ൫ݔభ൯  and ݃మ൫ݔమ൯ 

results into an information set ܵయ, denoted as ܵయ ൌ ܵభ  మ. The elements of the resulting information set ܵయ areܵת

related to those of ܵభ and ܵమ as ܵయ൫ݔయ൯ ൌ ܵభ൫ݔభ൯ ת ܵమ൫ݔమ൯ ൌ൛ܫయ൫ݔయ൯݃య൫ݔయ൯ൟ , భݔ א ݇ଵ; ݔమ א ݇ଶ; ݔయ א ݇ଷ   
                                 (12) 
where, ݃య൫ݔయ൯ ൌ minൣ݃భ൫ݔభ൯, ݃మ൫ݔమ൯൧ is the 

information gain for the resulting set ܵయ. 
Theorem 4.2: With the operations of union and 

intersection defined in (11) and (12), the idempotency, 
commutative, associative and distributive properties, and De 
Morgan’s laws hold true. 

Proof: The proofs for idempotency and commutative 
properties follow trivially as follows. 

Idempotency: ܵభ  ܵభ ൌ ܵభ         (13) 
From (11), 
  ܵభ൫ݔభ൯  ܵభ൫ݔభ൯ ൌ               maxൣܫభ൫ݔభ൯݃భ൫ݔభ൯, భݔ  ,భ൯൧ݔభ൯݃భ൫ݔభ൫ܫ א ݇ଵ, ܷ ൌ ܵభ 

Analogously, ܵభ ת ܵభ ൌ ܵభ         (14) 

Commutativity: ܵభ  ܵమ ൌ ܵమ  ܵభ     (15) 
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Since, maxൣܫభ൫ݔభ൯݃భ൫ݔభ൯, మ൯൧ݔమ൯݃మ൫ݔమ൫ܫ ൌ                     maxൣܫమ൫ݔమ൯݃మ൫ݔమ൯,  భ൯൧ݔభ൯݃భ൫ݔభ൫ܫ
      the commutative property holds good for information 

sets. 
Similarly, the commutative property stands true for 

intersection operation as well. 
Associativity:ܵభ  ൫ܵమ  ܵయ൯ ൌ ൫ܵభ  ܵమ൯  ܵయ                                      
                                                                                   (16)                                         

LHS: From (11), ܵభ൫ݔభ൯  ቀܵమ൫ݔమ൯  ܵయ൫ݔయ൯ቁ ൌ  max ቈ ,మ൯ݔమ൯݃మ൫ݔమ൫ܫభ൯,maxൣݔభ൯݃భ൫ݔభ൫ܫ య൯൧                     ൌݔయ൯݃య൫ݔయ൫ܫ  maxൣܫభ൫ݔభ൯݃భ൫ݔభ൯,ܫమ൫ݔమ൯݃మ൫ݔమ൯,ܫయ൫ݔయ൯݃య൫ݔయ൯൧ 
RHS: similarly, ቀܵభ൫ݔభ൯  ܵమ൫ݔమ൯ቁ  ܵయ൫ݔయ൯ ൌ  maxൣܫభ൫ݔభ൯݃భ൫ݔభ൯,  య൯൧ݔయ൯݃య൫ݔయ൫ܫ,మ൯ݔమ൯݃మ൫ݔమ൫ܫ
Hence, ܵభ  ൫ܵమ  ܵయ൯ ൌ ൫ܵభ  ܵమ൯  ܵయ 

 The proof for associative property for intersection 
operation follows analogously. 

Distributivity: ܵభ ת ൫ܵమ  ܵయ൯ ൌ ൫ܵభ ת ܵమ൯  ൫ܵభ ת ܵయ൯ 
                                   (17)             

Consider the LHS: ܵభ ת ൫ܵమ  ܵయ൯. 
 Let, ݔ א ܵభ ת ൫ܵమ  ܵయ൯ ֜ ݔ א ܵభݔ ٿ א ൫ܵమ  ܵయ൯ ֜ ݔ א ܵభٿ ൛ݔ א ܵమ ש ݔ א ܵయൟ ֜ ൛ݔ א ܵభݔ ٿ א ܵమൟ ש  ൛ݔ א ܵభݔٿ א ܵయൟ ֜ ൛ݔ א ൫ܵభ ת ܵమ൯ൟ ש  ൛ݔ א ൫ܵభ ת ܵయ൯ൟ 

The proof follows trivially as in the ordinary sets.  
Analogously,  

it is easy to show that ܵభ  ൫ܵమ ת ܵయ൯ ൌ ൫ܵభ  ܵమ൯ ת ൫ܵభ  ܵయ൯         
                     (18) 

 De Morgan’s laws ቀܵభ൫ݔభ൯  ܵమ൫ݔమ൯ቁכ ൌ ܵభ൫ݔభ൯כ ת ܵమכ൫ݔమ൯ 

                                                         (19) 

Consider LHS:  ቀܵభ൫ݔభ൯  ܵమ൫ݔమ൯ቁ ൌ max ቀܫభ൫ݔభ൯݃భ൫ݔభ൯,  మ൯ቁݔమ൯݃మ൫ݔమ൫ܫ

Suppose, ܫభ൫ݔభ൯݃భ൫ݔభ൯    మ൯ݔమ൯݃మ൫ݔమ൫ܫ
Then, ቀܵభ൫ݔభ൯  ܵమ൫ݔమ൯ቁכ ൌ భ൯ൣ1ݔభ൫ܫ െ ݃భ൫ݔభ൯൧ 

 

Consider RHS:  ܵభכ൫ݔభ൯ ת ܵమכ൫ݔమ൯ ൌ  ݉݅݊ ቂܫభ൫ݔభ൯ ቀ1 െ ݃భ൫ݔభ൯ቁ , మ൯ݔమ൫ܫ ቀ1 െ ݃మ൫ݔమ൯ቁ  ቃ 
Since, ܫభ൫ݔభ൯݃భ൫ݔభ൯    మ൯ݔమ൯݃మ൫ݔమ൫ܫ

      ֜  ݃భ൫ݔభ൯  ݃మ൫ݔమ൯ 
                            (20)  

In light of (12), RHS of (20) yields ܵభכ൫ݔభ൯ ת ܵమכ൫ݔమ൯ ൌ  ݉݅݊ ቂܫభ൫ݔభ൯ ቀ1 െ ݃భ൫ݔభ൯ቁ , మ൯ݔమ൫ܫ ቀ1 െ ݃మ൫ݔమ൯ቁቃ ൌ భ൯ݔభ൫ܫ ቀ1 െ ݃భ൫ݔభ൯ቁ ൌ LHS. 
Similarly, it can be shown that ൫ܵభ ת ܵమ൯כ ൌ ܵభ כ  ܵమכ

. 

V. INFORMATION MEASURES FOR INFORMATION SETS 
In this section, a few measures for the information sets 

have been developed for the information sets for a given 
information table ܶ ൌ ሺܷ, ,ݐܣ ሼܫ|ܺ א  .ሽሻݐܣ

A. The Information Measures 
Definition 5.1: The net information quantity for a data 

element ݔ over all the fuzzy sets is given as ܰሺݔሻ ൌ െ  ሻݔሺܫ log ܵሺݔሻ  

                    (21) 

 It gives the net information quantity for a data element ݔ 
summed over all the fuzzy sets. All such values of ܰሺݔሻ 
constitute a vector ܰ. 

Definition 5.2: The net information represented by 
information table ܶ is given as  ܰܪ ൌ െ  ܰሺݔሻ log ܰሺݔሻ 

ୀଵ , ݔ א ܷ 

                   (22) 
Definition 5.3: The net divergence between various 

elements of an information set is given as ܪܦ ൌ െ  ሻݔሺܦ log ሻݔሺܦ , ݔ א ܷ 

                   (23) 

The more the value of ܪܦ , more is the net dispersion 
between the elements ሼݔሽ of information source ܵܫ. 

Definition 5.4: The relative information ܦభ/మ  for the 
fuzzy sets/concepts ݇ଵ and ݇ଶ, defined for all ݔ ߳ ܷ  is given 
as ܦభ/మ ൌ െ  ݃ሻ݈ݔభሺߤ ܵభሺݔሻܵమሺݔሻ

ୀଵ , ݔ א ܷ 

                 (24) 
where,  ܵభሺݔሻ ൌ ሻݔሻ;                 ܵమሺݔభሺߤሻݔሺܫ ൌܫሺݔሻߤమሺݔሻ 
 
Definition 5.5: The joint information for an attribute ܺ 

over fuzzy sets ݇ଵ and ݇ଶ can be computed as  
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భమܦ ൌ െ  ݈݃ ሻݔమሺߤሻݔభሺߤ
ୀଵ ܵభሺݔሻܵమሺݔሻ 

                 (25) 

Similarly, it can be shown that the other measures also hold 
true for the non-linear information sets, as well. 
 

B. Interpretation of information Measures with fuzzy sets 
 
We now take a few examples of fuzzy sets and derive the 

corresponding information sets and their measures.  
 
Example 5.1 
 
We consider a triangular fuzzy set as given in Figure 3 for a 
population database giving the daily wages ܺ in $. The 
objects in the population database are denoted as ሼݔଵሽୀଵ .  
 

Let us consider the information source, ܫଵሺݔଵሻ ൌሼ100, 200, 300, 400, 500ሽ, as shown in Figure 3. 

 
        Fig. 3: A Triangular Fuzzy Set 1 
 

The fuzzy set corresponding to Fig. 4 is ሼ0.33,0.66,1,0.66,0.33ሽ. The corresponding information set 
is given as ܵଵ ൌ ሼ33,132,300,264,165ሽ. The information 
for ܵଵ is given as ܪଵ ൌ 15 ሺ33  132  300  264  165ሻ ൌ 178.80 

It can be seen that the fuzzy set is only reporting the 
membership grades, while the information set represents 
information, as viewed by the agent. Now, we study the 
effect of repeated occurrences of values in the database. Let ܫଵሺݔଵሻ ൌሼ100, 200, 200,200, 300,300, 400, 400,400, 400, 400, 500ሽ
The information set is given as ܵଵ ൌ ሼ33,132,300,300,300,264,264,264,264,264,165ሽ 

The information for ܵଵ is ܪଵ ൌ 112 ൫ሺ1ሻሺ100ሻሺ0.33ሻ  ሺ3ሻሺ200ሻሺ0.66ሻ ሺ2ሻሺ300ሻሺ1ሻ  ሺ5ሻሺ400ሻሺ0.66ሻ ሺ1ሻሺ500ሻሺ0.33ሻ൯ ൌ 195.75 
Example 5.2 
Here, a combination of fuzzy sets is considered, as shown in 
Figure 4. We take a population database, of monthly wages 
in $. Here, ܥଵ ൌ Low, ܥଶ ൌ Medium, ܥଷ ൌ High. The 
information sources are ܫభ൫ݔభ൯ ൌ ሼ1000, 3000, 5000ሽ,      ܫమ൫ݔమ൯ ൌ ሼ1000, 3000, 5000, 7000, 10000ሽ, ܫమ൫ݔమ൯ ൌሼ5000, 7000, 10000ሽ 
 

 
     Fig. 4: An Example for Combination of Fuzzy Sets 
 
The information sets corresponding to fuzzy sets Low, 
Medium and High are given as follows ܵభ ൌ ሼ1000, 1500, 0ሽ                                 ܪభ ൌ833.33 ܵమ ൌ ሼ1000,1500,5000,3500ሽ,        ܪమ ൌ 2750 ܵయ ൌ ሼ0, 3500, 10000ሽ                             ܪయ ൌ 4500 
Example 5.3 
In this example, we compute the information measures for 
information sets. We consider a combination of two fuzzy 
sets, Low and High, as shown in Figure 5, and a population 
database, of monthly wages in $. 
 
 

 
         Fig. 5: An Example for Combination of Fuzzy Sets 
 

The fuzzy sets Low and High in Figure 5 give the 
qualitative representation of attribute ܺ, monthly wages.  
 
Here, ܥଵ ൌ ݓܮ ଶܥ , ൌ ݄݃݅ܪ భ൯ݔభ൫ܫ , ൌ మ൯ݔమ൫ܫ ൌሼ3500, 5000, 6500ሽ. 
The information sets corresponding to ܥଵ and ܥଶ are given as 
follows ܵభ ൌ ሼ2170, 2000,1170ሽ;    ܵమ ൌ ሼ700, 2000, 3900ሽ 
 
The information values corresponding to ܵభ  and ܵమ  are 
given as follows ܪభ ൌ మܪ                 ;1780 ൌ 2200 

 
We, now compute the information measures for the 

information sets with ሼݔሽ ൌ ሼ3500, 5000, 6500ሽ , as 
follows.  

 

The relative information ܦ௪/ு  for the fuzzy sets 
Low and High is given as ܦ௪/ு ൌ െ൫0.62݈݃ሺ3.1ሻ  ሺ1ሻ݃0.4݈ ሺ0.3ሻ൯݃0.18݈ ൌ െ0.4848 
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ு/௪ܦ ൌ ሺ0.32ሻ݃0.20݈  ሺ1ሻ݃0.4݈  ሺ3.33ሻൌ݃0.60݈ െ0.4939 
 
The joint information for attribute X over fuzzy sets Low 

and High, ܦு.௪ is given as ܦு.௪ൌ െ൫ሺ0.62ሻሺ0.20ሻ݈3500݃ሺ0.62ሻ3500ሺ0.20ሻ ሺ0.4ሻሺ0.4ሻ݈5000݃ሺ0.4ሻ5000ሺ0.4ሻ ሺ0.18ሻሺ0.60ሻ log 6500ሺ0.18ሻ6500ሺ0.60ሻ൯ ൌ െ5.8583 

The net information quantity for various data elements 
over all the fuzzy sets is given as 

 ܰሺ3500ሻ ൌ െሺ3500 logሺ2170ሻ  3500 logሺ700ሻሻൌ െ 4.9817݁  04 ܰሺ5000ሻ ൌ െሺ5000 logሺ2000ሻ  5000 logሺ2000ሻሻൌ െ 7.6009݁  04 ܰሺ6500ሻ ൌ െሺ6500 logሺ3900ሻ  6500 logሺ1170ሻሻൌ െ 9.9668݁  04 

The net information represented by the information table ܶ is given as ܰܪ ൌ െ225494 
 

The information source values are normalized as ൬ܫೕ ቀݔೕቁ൰ே ൌ ூೕ൬௫ೕ൰ିூೕሺ௫ሻூೕሺ௫ೌೣሻିூೕሺ௫ሻ . The normalized values 

are obtained as ሼ0, 0.5, 1ሽ. 
 
The relative information ܦభ/మ  for the fuzzy sets Low 

and High is given as ܦభ/మሺ0ሻ ൌ െ ቆ0.62݈݃ ൬0 כ 0.621 כ 0.18൰
 ݃0.62݈ ൬0 כ 0.620.5 כ 0.4൰ቇ ൌ  ߝ

భ/మሺ0.5ሻܦ ൌ െ ൭0.4݈݃ ൬0.5 כ 0.41 כ 0.18൰  ݃0.4݈ ൬0.5 כ 0.40 כ 0.62൰൱ൌ െ0.0422  భ/మሺ1ሻܦ ߝ ൌ െ ቆ0.18݈݃ ൬1 כ 0.180.5 כ 0.4൰
 ݃0.18݈ ൬1 כ 0.180 כ 0.62൰ቇ ൌ 0.0190  మ/భሺ0ሻܦ ߝ ൌ െ ቆ0.20݈݃ ൬0 כ 0.201 כ 0.60൰

 ݃0.20݈ ൬0 כ 0.200.5 כ 0.4൰ቇ ൌ  ߝ

మ/భሺ0.5ሻܦ ൌ െ ൭0.4݈݃ ൬0.5 כ 0.41 כ 0.60൰  ݃0.4݈ ൬0.5 כ 0.40 כ 0.20൰൱ൌ 0.4394  మ/భሺ1ሻܦ ߝ ൌ െ ቆ0.60݈݃ ൬1 כ 0.600.5 כ 0.4൰
 ݃0.60݈ ൬1 כ 0.600 כ 0.20൰ቇ ൌ െ0.6592   ߝ

  

VI. CONCLUSIONS 
The properties of the information sets are investigated in 

detail. It is found that most of the standard properties hold 
good with the information sets like the case with the classical 
sets. The information measures are also developed for the 
information sets. The usefulness of the information measures 
in computing the information associated with the information 
sets is also shown through a set of three illustrative examples. 
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