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Abstract—Fuzzy C-Means (FCM) clustering is the most well-

known clustering method according to fuzzy partition for pattern 
classification. However, there are some disadvantages of using 
that clustering method, such as computational complexity and 
execution time. Therefore, to solve these drawbacks of FCM, the 
two-phase FCM procedure has been proposed in this study. 
Compared with the conventional FCM, the usage of a 
compromised learning scheme makes more adaptive and 
effective. By performing the proposed approach, the unknown 
data could be rapidly clustered according to the previous 
information. A synthetic data set with two dimensional variables 
is generated to estimate the performance of the proposed method, 
and to further demonstrate that our method not only reduces 
computational complexity but economizes execution time 
compared with the conventional FCM in each example. 

Keywords—Fuzzy C-Means (FCM); Clustering; Data 
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I.  INTRODUCTION 
Clustering [1] plays an important role in the given data by 

showing the fundamental structure and providing some 
significant information for users [2]. There are several 
clustering methods (e.g., expectation-maximization (EM) 
algorithm [3, 4], balanced iterative reducing and clustering 
using hierarchies (BIRCH) [4, 5] and k-means [6, 7])  applied 
to a variety of data sets. However, the cluster analysis is 
limited to the techniques of a statistical classification whether 
the data is falling into own representative cluster by making 
quantitative evaluation Cluster method also divides input data 
into groups or clusters on the basis of some similarity 
criterion, such that similar data objects belongs to the same 
group. 

Some examples of measures that can be used in clustering 
(e.g., distance [8], connectivity, pattern recognition [9, 10] and 
image segmentation [11, 12]). The resulting partition improves 
the understanding of human beings and helps to be more 
informed by decision making. There are two kinds of methods 
in deriving clusters, involving crisp form [13] and fuzzy 
clustering [14, 15]. In the crisp clustering, data would be 
divided into a number of distinct clusters, where each data 
element belongs to exactly one cluster. On the contrary, FCM 
clustering [16, 17] is based on finding partition function , and 
then using derived results to assign data elements to one or 
more clusters or classes in the data sets. The advantage of 

fuzzy systems is easy to understand and implement the system. 
FCM is a useful clustering method but it still has some 
drawbacks. The given solution would not be an optimal 
solution and the performance of FCM would be lack of 
efficiency. Therefore, when the data set is corrupted by the 
noise, the performance might be inadequate. 

In this study, we would like to propose the compromised 
clustering scheme based Fuzzy C-Means. In contrast to the 
conventional FCM, the proposed approach enables to 
significantly reduce learning time while the data set is larger. 
Besides, because of the simple design and less computational 
time, the proposed method can be implemented simply. 

Thus study is organized as follows. In Section II, we both 
describe the FCM and the proposed method. Simulation results 
of the Compromised FCM and conventional FCM are shown in 
Section III. Finally, there are some conclusions are given in 
Section IV. 

II. MATERIALS AND METHODS 
A considerable amount of research for Clustering contains 

machine learning, data mining and pattern classification. 
Especially for fuzzy clustering method, it considers each 
cluster as a fuzzy set and calculates the degree belonging of 
each cluster with membership function measurement. 
According to the degree of representative, each data would be 
assigned to several clusters. Two clustering method of fuzzy 
clustering presented in this study are FCM and compromised 
FCM as following: 

A. Fuzzy C-Means 
In the conventional FCM [18], all the membership values 

are based on the distance between data and each cluster center. 
The formulation of FCM and its updating cluster center can be 
defined as the following equation: J ൌ ∑ ∑ ሺݑሻ݀݅ݐݏଶୀଵୀଵ , ∑ ݑ ൌ 1ୀଵ ݆ , א 1, 2, … , ݊ and ݅ א 1, 2, … , ݑ (1)           ܿ ൌ ଵ

൭ ∑ ቛೣೕషቛసభ∑ ቛೣೕషೖቛೖసభ ൱ మషభ                           (2) 

ܿ ൌ ∑ ሺ௨ೕሻ௫ೕೕసభ∑ ሺ௨ೕሻೕసభ                                    (3) 
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where ݑ is the degree of representative of the jth data to 
the ith cluster, distij is the distance between the jth data and the 
ith cluster center, m is the degree of fuzziness, c is the number 
of clusters, and N is the number of the data samples. 

When one determines a new location for a cluster center, 
the current data would be determined according to the 
memberships in adjusting the location of the cluster centers. 
As a result, once the location of a cluster center is updated, it 
may be uncertain whether each sample properly contributes in 
updating the location of the cluster center. Thus, FCM is 
modified to compromised clustering based on fuzzy c-means 

by assigning the membership function and cluster center to the 
new updating equation. 

B. Compromised Clustering Based on Fuzzy C-Means 
In order to integrate the proposed method and the FCM 

algorithm, we introduce the role of the membership values in 
updating the cluster centers. We give the FCM membership 
values to compromised FCM by assigning a membership 
function with β value as shown in Eq. (4). The compromised 
FCM membership values are obtained by using the previous 
calculated membership values into the compromised FCM. 
Fig. 1 shows that membership values and center of the 
compromised FCM can be computed by the following Eqs (4) 
and (5). Similar to FCM protocol, the procedure of the 
compromised FCM utilizes an iterative algorithm in order to 
minimize the objective function, and it can be denoted as 
follows: min  J ൌ ∑ ∑ ሺݑߚ  ሺ1 െ ᇱݑሻߚ ሻ݀݅ݐݏଶୀଵୀଵ , ∑ ݑ ൌ 1 ୀଵ ݆ , א 1, 2, … , ݊ and ݅ א 1, 2, … , ܿ                  (4) 

where ݑ is the degree of belonging of the jth data to the ith 
cluster, distij is the distance between the jth data and the ith 
cluster center, m is the degree of fuzziness, c is the number of 
clusters, and N is the number of the data samples. To 
minimize the objective function  J  and substitute for the 
memberships in the center update equation of the 
compromised FCM method gives the result as following 
equation: ݑ ൌ ଵ

൭ ∑ ቛೣೕషቛೖసభ∑ ቛೣೕషೖቛೖసభ ൱ మషభ െ ଵఉ ሺ1 െ  ᇱ             (5)ݑሻߚ

ܿ ൌ ∑ ሺݑߚ  ሺ1 െ ∑ୀଵݔᇱሻݑሻߚ ሺݑߚ௦  ሺ1 െ ᇱ௦ሻ௦ୀଵݑሻߚ  

=∑ ሺఉ௨ೕାሺଵିఉሻ௨ᇲೕሻ∑ ሺఉ௨ೞାሺଵିఉሻ௨ᇲೞሻೞసభ ୀଵݔ                       (6) 

 
Fig. 1. The flow chart of compromised FCM method. 

 
Fig. 2.  These two two-dimensional data sets with Gaussian distribution with (a) 3 and 5 mean value and standard deviation with 1and (b) 3 and 6 
mean value and standard deviation with 1. There are 100 data points are contained in each data set.
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In spite of referring information from FCM, the procedure 
of compromised FCM is similar to the conventional FCM. 
After the final locations of the cluster centers are determined, 
the iteration would be finished. 

III. RESULTS AND DISCUSSIONS 
The simulation results of the proposed clustering method 

would be explained through two classes with two-dimensional 
data sets, as shown in Fig. 2. Each data set is comprised of 100 
data points. These data sets are generated by using a Gaussian 
distribution with exploiting 3, 5 and 6 for mean value and 
standard deviation that is set to be one. The performance of 
the compromised FCM is expressed through the values of 
previous calculated partition matrix and then uses them to 
cluster the new data sets. 

A. Performance of this study 
In comparison with FCM and compromised FCM, 

simulation results are completely displayed in Fig. 3. Left 
column in Fig. 3 shows that the data set 1 clustering result after 
FCM in the number of clusters to be equal to 2 and has 12, 12 
and 11 times iterations. The center and partition matrix are all 
recorded and would be used in the compromised FCM. As can 
be seen in Fig. 3, the simulation result of compromised FCM is 

shown in the middle column. As mentioned in the previous 
section, we have less computational time with 3 times 
iterations of proposed clustering scheme compared to that of 
FCM. The right column in Fig. 3 is just showing the result of 
FCM with 11, 9 and 11 iterations from up to down. Running 
the compromising clustering for unknown data, we have 
noticed the proposed strategy could achieve the fewer numbers 
of iterations and enhance its effectiveness. 

IV. CONCLUSIONS 
The purpose of this study for clustering strategy is to 

present a compromised FCM, which is able to effectively 
economize computational load compared to the conventional 
Fuzzy C-Mean (FCM) method. The results of the proposed 
method are compared with FCM using two-dimensional 
synthetic data sets as input data. The results show that 
proposed method using a compromise concept can provide 
less computational time because of obtaining the previous 
information, and further to calculate the new partition matrix. 
Therefore, execution time of the proposed clustering method is 
faster than that of conventional FCMs. In addition, the 
proposed clustering method can handle uncertainties data sets 
well, which would prevent the CFCM clustering from being 
re-computed the newly incoming data set. 

 
Fig. 3.  It shows that the experimental results compared with FCM and compromise FCM inβ= (a) 0.2 (b) 0.5 (c) 0.8, respectively. 
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