
A proposal for the hierarchical segmentation of time series.

Application to trend-based linguistic description.

R. Castillo-Ortega, N. Marı́n, Member, IEEE, C. Martı́nez-Cruz, and D. Sánchez, Senior Member, IEEE

Abstract—In this paper we propose methods for obtaining
hierarchical segmentations of time series on the basis of the
Iterative End-Point Fit Algorithm. We discuss on the utility of
the methods for different cases. We illustrate the usefulness of
the hierarchical segmentations with an application in linguistic
description of trends in time series. A linguistic description
based on a segmentation of the time series that do not
necessarily corresponds to a level of the hierarchy is obtained by
describing segments in different levels that form a segmentation
satisfying a quality model.

I. INTRODUCTION

S
EGMENTATION of time series data is a very important

starting point in different analysis tasks, like time series

data mining for instance, with many proposals available in

the literature [6]. The objective is to obtain a so-called Piece-

wise Linear Representation (PLR) of the series, consisting

in an approximation of a time series of lenght n using K

straight lines (segments) with K << n. The lower the

value of K , the most efficient is to store and work with

the approximation.

The existing methods are designed to provide a single

segmentation of the series, using different criteria to solve the

tradeoff between quality of the approximation and the value

K (the lower the value K , the worse the approximation). The

segmentation is usually performed before the mining process,

so algorithms performing the latter assume the segmentation

to be given.

An example of such situation is mining linguistic descrip-

tions of time series data. In the approach put forward by

the authors [2], [1], a linguistic description is a collection

of natural language sentences describing relevant features

of the time series. Each sentence describes a certain time

period. When the feature employed are trends describing

the increasing/decreasing behavior of the time series, it is

convenient to work on a segmentation, since each segment

defines a certain time period, and the slope of the segment

informs us of the trend in that period.

However, the quality of the results of the mining al-

gorithms may depend on the segmentation, so it would
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be interesting to consider different segmentations of the

time series, and to explore different approximations during

the mining process. This is the case for example in the

abovementioned trend-based linguistic description of time

series. The quality of the description is assessed through a

multidimensional model, in which the quality improves as i)

the lenght of the description (number of sentences, and hence

number of segments in the segmentation) is lower, and ii)

the approximation is better (among other quality dimensions

[4]), which are conflicting objectives.

We consider that a suitable approach to explore different

segmentations during any mining process is to consider a

hierarchical segmentation of the series, i.e., a hierarchical

structure in which each level is a segmentation, and levels

are ordered so that the number of segments in each level

increases and, at the same time, the approximation is better.

Our approach to linguistic description is based on this kind of

structure, performing an exploration of the different levels of

the hierarchy during the mining process, and obtaining a final

segmentation that i) yields a description with high quality,

and ii) may not correspond to any level in the hierarchy, but

is built by taking suitable segments at different levels. We

believe that other mining processes may well benefit from

this approach.

In this paper we propose methods for obtaining hierarchi-

cal segmentations of time series on the basis of one of the

most employed segmentation algorithms, the Iterative End-

Point Fit Algorithm, known in cartography as the Douglas-

Peucker algorithm [5], and as Ramer’s algorithm in image

processing [7]. We illustrate the usefulness of the hierarchical

segmentations with an application in linguistic description of

trends in time series.

The paper is organized as follows: section II is devoted

to present our approaches to the hierarchical segmentation

of the time series, while section III concerns to the appli-

cation of the segmentation proposal to trend-based linguistic

descriptions of time series. Some conclusions end the paper.

II. NEW HIERARCHICAL SEGMENTATION OF TIME

SERIES

In order to (hierarchically) segment the series, we have

to locate the relevant time instants that define the segments,

according to a certain segmentation criterion.

Many techniques for segmenting time series are based on

the Iterative End-Point Fit (IEPF) algorithm [7], [5]. This

algorithm is a well known curve approximation method that

receives as input data a curve composed of line segments and

produces as output a similar curve with a reduced number of
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points (a subset of the points that defined the initial curve).

The algorithm (see algorithm 1) uses a distance threshold to

determine when a single line is a good aproximation for a

segment of a curve.
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Fig. 1. Approximation of curves with the IEPF algorithm

See, for example, the naive series of the upper part of

figure 1. If we execute the algorithm with a distance threshold

equal to zero, we obtain an approximation that perfectly

fits the initial curve. However, as we increase the distance

threshold, less strict approximations are obtained, composed

by fewer and fewer points (like the one showed in the lower

part of the figure).

The subset of points obtained by the Iterative End-Point

Fit Algorithm can be easily translated into a segmentation by

simply considering the segments defined by each (ordered)

pair of consecutive points selected by the algorithm. In

the example, a segmentation composed by three segments

(namely, ←−→p1pi,
←→pipj , ←−→pjpm) is obtained.

In general, the threshold is fixed by the user as a tradeoff

between the number of segments and the precision of the

approximation produced by the segmentation.

A. Hierarchical segmentation based on the IEPF algorithm

The use of the IEPF algorithm described in the previous

paragraphs produces a plain segmentation of the series.

However, in many occasions, it may results interesting to

have a hierarchical segmentation of the series. This is the

case of the proposed approach for the description of trends

we focus on later in this research.

In this paper, we consider two alternative ways of using

the IEPF algorithm to produce a hierarchical segmentation

Algorithm 1 Algorithm IEPF
Input

TSin[1..m], A time series of m points.

τ , A distance threshold.

Output

CPτ (TS) , a subset of points of TSin.

Algorithm

1: CPτ (TS)={TSin[1], TSin[m]}
2: pos list= SelectMaxDistancePoints(TSin, τ )

3: if SIZE(pos list)>0 then

4: CPτ (TS)=CPτ (TS) ∪ IEPF(TSin[1..pos list[1]],τ )

5: for i=2;SIZE(pos list) do

6: CPτ (TS)=CPτ (TS) ∪ IEPF(TSin[pos list[i-1]..pos list[i]],τ ))

7: end for

8: CPτ (TS)=CPτ (TS) ∪ IEPF(TSin[pos list[SIZE(pos list)]..m],τ )

9: end if

10: return CPτ (TS)

of the series:

• Recursion depth based hierarchical segmentation.

• Threshold based hierarchical segmentation.

1) Recursion depth based hierarchical segmentation: This

approach to building the hierarchy is based on the order the

points are found during the execution of the algorithm (see

algorithm 1). The algorithm works as follows:

• Firts, it considers the extreme points of the series and

adds them to the solution.

• Then, it searches for the middle points of the series

which are at maximum distance (above the thresh-

old) to the line defined by the initial and end points

of the series. This task is performed by function

SelectMaxDistancePoints(TSin, τ ); it delivers an empty

list when no point is selected.

• With the positions found in the previous step, the

algorithm makes recursion for each defined segment.

Figure 2 depicts the first steps of the algorithm on an

example series: the algorithm first locates point pi, and

makes recursion on TS[p1, pi] and TS[pi, pm]. Recursion

on TS[p1, pi] will split in pj and recursion on TS[pi, pm]
will split in pk, and so on.

pi

pj

pk

p1

pm

Fig. 2. Initial steps of the Iterative End-Point Fit Algorithm

That is, given a certain value of τ , each point of CPτ (TS)
is first added in a given recursion depth. This depth can be

used to build the hierarchy of segments we are looking for.
490



Definition 2.1: Let TS = {< t1, v1 >, ..., < tm, vm >} be

a time series and CPτ (TS) be the subset of points obtained

by the IEPF algorithm when executed with threshold τ on

TS. For each ti ∈ CPτ (TS), we call recursion depth of ti,

RDTS,τ(ti), to the level of recursion in which point ti is first

added to CPτ (TS) during the execution of IEPF algorithm.

Without loss of generality, we consider that the initial call

to the algorithm has recursion depth equal to 0.

Definition 2.2: Let TS = {< t1, v1 >, ..., < tm, vm >} be

a time series and CPτ (TS) be the subset of points obtained

by the IEPF algorithm when executed with threshold τ

on TS. The set of points with recursion depth at most α,

CPτ (TS)
α, is defined as follows:

CPτ (TS)
α = {ti, RDTS,τ(ti) ≤ α}

According to this, we can define the Recursion depth based

hierarchical segmentation of a series as follows:

Definition 2.3: Let TS = {< t1, v1 >, ..., < tm, vm >}
be a time series and d be the maximum depth reached by

the IEPF algorithm when executed on TS with threshold 0.

The recursion based hierarchical segmentation of TS is a

hierarchy of segments with levels L0, L1 .. Ld, where Li is

composed by the segments defined by each (ordered) pair of

consecutive points of CP0(TS)
i.

2) Threshold based hierarchical segmentation: As we

have discussed before, the IEPF algorithm uses a threshold

to determine when to stop in the approximation process. The

lower the threshold, the more precise the approximation.

Let CPτ (TS) be the subset of points obtained by the IEPF

algorithm when executed on the series TS with threshold τ 1.

It can be easily proved that,

CPτ1(TS) ⊆ CPτ2(TS), iff τ2 ≤ τ1

.

That is, as we progressively decrease the threshold used

to execute the IEPF algorithm on the series, we obtain more

points to approximate the series.

The values of thresholds that introduce new points in the

approximation are of special interest for the segmentation

procedure. We call relevant thresholds to these thresholds,

according to the following definition:

Definition 2.4: We say that a threshold τi is a relevant

threshold, iff:

∀τj > τi, |CPτj | < |CPτi |

According to this, we can finally define the Threshold

based hierarchical segmentation as follows:

Definition 2.5: Let TS = {< t1, v1 >, ..., < tm, vm >} be

a time series and RTTS = {τ1, ..., τh} the decreasing ordered

list of relevant thresholds of the series. The threshold based

hierarchical segmentation of TS is a hierarchy of segments

with levels L0, L1 .. Lh, where L0 =
←−→
t1tm, and Li(i > 0)

is composed by the segments defined by each (ordered) pair

of points of CPτi(TS).

1Without loss of generality, we will use the time component ti to refer
to the point < ti, vi > of the series

B. An example

Figure 3 depicts an example series with 100 points that

we are going to use in order to illustrate the performance of

the proposed method.

Figure 4 shows the results obtained when applying the

Recursion depth based hierarchical segmentation.

Alternatively, figure 5 shows the results obtained when

applying the Threshold based hierarchical segmentation. In

order to work with threshold values that are independent from

the value domain of the time series, we consider a normalized

version of TS with all values in [0, 1].
For the sake of space, figure 5 only depicts 12 selected

levels from a total number of 65 levels corresponding to the

relevant thresholds for this example. Concretely, levels 0, 1,

2, 3, 4, 5, 6, 7, 10, 20, 25, and 64.

C. Discussion

As can be seen, the first approach produces a more

compact hierarchy with less and more dense (in terms of

number of segments) levels. On the contrary, with the second

one we obtain hierarchies with more levels and with small

variations between consecutive levels.

While the second one produces a sequence of segmenta-

tions that perform more and more precise approximations of

the original series in terms of distance, the first one could

be considered as a compact representation of the relevant

segments of the series we can go through in order to find

suitable segmentations.

As mentioned in the introduction, the objective of the hier-

archical segmentation is to provide information to the mining

algorithms so that they can search for the best segmentation

according to a specific criterion which is significant for the

concrete mining task. In this sense, the second approach is

appropriate for algorithms that consider as potential segmen-

tations only those that fully correspond to a certain level in

the hierarchy. In contrast, the first one is more convenient

for algorithms that try to obtain a collection of segments

which is relevant for their mining purpose regardless of the

level they may appear. In this case, the hierarchy is used as

a compact representation of the different segments that can

be considered in the series, where segments are organized in

terms of refinement through the parent-child relationship.

An example of the last kind of algorithms, for which the

first approach is convenient, is described in the next section.

III. LINGUISTIC DESCRIPTION OF TRENDS IN TIME

SERIES

Once we have presented our approach for the hierarchical

segmentation of the series, we illustrate its usefulness for

the description of time series in terms of trends, based on

linguistic variables and protoforms.

A. Time series and linguistic description

Linguistic description of time series is a data mining task

that attempts to provide the final user with novel, non-trivial,

and potentially useful knowledge about data organized in a

time series [2], [1]. Let TS = {< t1, v1 >, ..., < tm, vm >}
491
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Fig. 3. Example series

be a time series, where every vi is a value of the basic

domain of the variable V and the time dimension is de-

scribed in its finest grained level of granularity by members

T = {t1, ..., tm}. In our approach [2], [1], a linguistic

description is a collection of sentences in natural language,

each one describing some relevant feature of a given time

period. Both features and time periods are assumed to be

fuzzy in general, particularly because linguistic terms use

to correspond to fuzzy subsets of some reference set. For

instance, a time period in a year described linguistically as

Cold weather corresponds to a fuzzy subset of days. In the

same way, the feature described by High values corresponds

to a fuzzy subset of the domain of V , etc.

In order to have sentences whose accomplishment with

the data can be calculated, we have employed different

kinds of protoforms following the Computational Theory

of Perceptions [8]. In our previous works, we have mainly

focused on the value of the series, using protoforms based

on quantified sentences of the form “Q of D are A” where

Q is a linguistic quantifier, D is a time period and A is a

description of the value of the series in D. An example is

Most of days with Cold weather, the series has High values.

The whole description is a collection of quantified sentences

like this, where each sentence describes a segment of the

series.

The process of determining a suitable description is very

complex. There are many different time periods, many pos-

sible protoforms, and consequently the space of possible

linguistic descriptions (sets of protoforms) is huge. In order

to determine a suitable description, we have proposed a

quality framework [4] and several algorithms [2], [1], [3].

B. Trends

In order to describe trends, we use the protoform “In

D, the trend is A (B)” where D is a time period, A is a

description of the trend and B is a number that expresses

the variation observed in the series. For example, A can take

values from the linguistic variable shown in Figure 6, defined

on the slope domain.
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Fig. 6. Linguistic variable for trends description.

For the sake of brevity [4], the set of time periods of

the sentences in the description must be a segmentation of

the series, having a single sentence per time period. Ideally,

this segmentation should be defined by time points where

the trend changes, satisfying that the segments are a good

approximation of the series and using the lesser possible

amount of segments.

C. Using Hierarchical Segmentation for the Description of

Trends

We propose a greedy algorithm similar to those proposed

in our previous works. The objective is to obtain a summary

covering the whole time domain using the minimum possible

number of good sentences. A sentence “In D, the trend is

A (B)’ is considered to be good when in the interval D,

the Mean Square Error (MSE) between the values of TS

and the segment defined by the extreme points of D in

TS is less or equal than a user-defined threshold γ, and

A is the label with best compatibility with the slope in the

considered segment (i.e. the one to which the slope pertains

with the highest membership degree). In practice, as we have

previously mentioned, and in order to work with values of γ

that are independent from the value domain of the time series,
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Fig. 4. Recursion depth based hierarchical segmentation
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Fig. 5. Threshold based hierarchical segmentation
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we will calculate the MSE as a value in [0, 1] by considering

a normalized version of TS with all values in [0, 1], noted

TS∗. Hence we shall consider γ ∈ [0, 1]. Notice that TS∗

will be used for calculating the MSE only, whilst for the

description of slopes and approximate difference between

points we will use the original time series TS.

Let Di,j be a time interval delimited by the change points

mi,j ,Mi,j with mi,j < Mi,j and let vmi,j and vMi,j

be the corresponding values of TS at those time instants.

Let segment(TS,Di,j) be the segment between points

< mi,j , vmi,j > and < Mi,j, vMi,j >. Let slope(TS,Di,j)
be the slope of segment(TS,Di,j). Let TS∗ be the nor-

malization of time series TS so that all values are in

[0, 1], and let vm∗
i,j and vM∗

i,j be the values of the time

series TS∗ at time instants mi,j and Mi,j , respectively.

Let MSE(TS∗, segment(TS∗, Di,j)) be the Mean Square

Error between values of the time series TS∗ and values of

segment(TS∗, Di,j). Algorithm 2 is our greedy algorithm

for trend-based linguistic description of time series.

Algorithm 2 Algorithm to obtain trend-based linguistic

description of time series.

Input
A time series TS

A hierarchical partition of the time dimension D with n levels.

A linguistic variable E for trend slope.

A threshold γ as maximum error.

Output
A Summary of TS comprised of a set of sentences “In D, the trend is A (B)”.

Algorithm

1: ToSummarize← Ln;
2: Summary ← ∅; Summarized← ∅;
3: while ToSummarize 6= ∅ do
4: Take Di,j ∈ ToSummarize
5: ToSummarize← ToSummarize\{Di,j};
6: covered← false;
7: if MSE(TS∗, segment(TS∗, Di,j)) ≤ γ then
8: Let A← argmax ∗S∈E S(slope(TS,Di,j));
9: Summary ← Summary ∪

{In Di,j , the trend is A (|vmi,j − vMi,j |) };
10: Summarized← Summarized ∪ (Di,j);
11: covered← true;
12: end if
13: if not covered and i > 1 then
14: ToSummarize← ToSummarize ∪ ch(Di,j);
15: end if
16: end while

In order to look for brevity, we start from the time periods

at the top level of the Recursion depth based hierarchical

segmentation obtained by following the procedure described

in a previous section. The set ToSummarize is the col-

lection of time periods for which a description has not

been provided yet. The algorithm takes time periods from

ToSummarize until it is empty. If it is possible to obtain a

Mean Square Error lesser than or equal to γ for a taken

period, the procedure obtains a sentence for that period,

which is added to Summary. Otherwise, the algorithm

add to ToSummarize the corresponding children in the

next level of the time domain (lines 13-14). For a period

Di,j , the corresponding set of children ch(Di,j) is defined

as follows: ch(D1,j) = ∅ for all j, otherwise ch(Di,j) =
{Di−1,k, k ∈ {1..pi−1}|Di−1,k ∩ Di,j 6= ∅ and ¬∃D ∈
ToSummarize∪Summarized, (Di−1,k∩Di,j) ⊆ D}. The

final set of linguistically quantified sentences comprising the

summary is Summary.

D. Example

Figure 7 shows the result obtained when applying this

method to our example time series with Algorithm 2 executed

with γ = 0, 0275. As can be seen, the obtained segmen-

tation does not correspond to any of the levels of neither

the Recursion depth nor the Threshold based hierarchical

segmentations, as it has been obtained by a mining algorithm

guided by a different criterion (MSE).

With this segmentation, the linguistic description offered

to the user is the following one:

• In period from 1 to 10, the trend is almost constant (0

units).

• In period from 10 to 29, the trend is highly increasing

(33 units).

• In period from 29 to 33 the trend is highly decreasing

(17 units).

• In period from 33 to 43, the trend is almost constant (2

units).

• In period from 43 to 59, the trend is highly increasing

(33 units).

• In period from 59 to 100, the trend is decreasing (36

units).

IV. CONCLUSIONS

In this work, we have presented two hierarchical segmen-

tation methods of time series, both based on the Iterative

End-Point Fit algorithm. The first one is based on the

recursion depth every point is first considered in. The second

one is based on the distance threshold used to execute the

algorithm. The objective of the hierarchical segmentation

is to provide information to the mining algorithms so that

they can search for the best segmentation according to a

specific criterion which is significant for the concrete mining

task. Our proposals constitute two alternatives approaches to

be used according to the mining intention: the first one is

more convenient when the intention is to build segmentations

by taking relevant segments that may appear in different

levels, whilst the second is suitable for algorithms that intend

to consider as potential segmentations only levels in the

hierarchy. As an application of the hierarchical segmentation

in a mining task, we have also shown how it can be used in

the trend-based linguistic description of time series.
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