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Abstract—1In this research, we propose a system of vowel
recognition on the shape of the lips using a neural network
backpropagation. For recognizing the shape of the vowels
in the lips by image capturing through the webcam, and
then processed through image processing which includes edge
detection, filtering, mouth feature extraction, integral projection
and vowels recognition on the lips using a back propagation
neural network. The vowel recognition results obtained at
the lips of the testing process neural network based on the
training data and test data. The proposed method works well.
The final results obtained from this research is a system that
able to detect the lips with good features, with the success of
recognizing vowels using 250 training data is 70%. The output
data from the vowel recognition on the lips is used as an input
to Lipsynchrobot that followed the gesture of human lips.

I. INTRODUCTION

The need for an automatic lip-reading system is ever
increasing. In fact, today, extraction and reliable analysis of
facial movements make up an important part in many multi-
media systems such as videoconference, low communication
systems, lip-reading systems. In addition, visual information
is imperative among people with special needs. We can
imagine, for example, a dependent person ordering a machine
with an easy lip movement or by a simple syllable pronunci-
ation. Moreover, people with hearing problems compensate
for their special needs by lip-reading as well as listening to
the person with whome they are talking.

Robotic systems with artificial emotions and facial ex-
pressions have emerged since the late 1990s Tamagotchi
from Bandai, though the software maker agent for virtual
environments, regarded as the first to make this system [1],
[2]. This study has been made Lipsynchrobot which is the
development of the project FMX has ever made before.
The word “Lipsynchrobot” is short for “Lips Synchronize
Robot” which has the meaning of “Lips Movement Imi-
tators Robot”, in which the head of the robot can imitate
human lip movement. In mimicking human lip movement
needed a vowel recognition methods on human lips. In
vowel recognition system on the lips using a webcam capture
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image data and processed through the OpenCV (Open Source
Computer Vision). Image processing is used to perform
pattern recognition vowels on human lips, which in terms
of the pattern recognition using Artificial Neural Network
(ANN).

In this context, many works in the literature, from the
oldest [1] until the most recent ones [3], [4], [7]-[9] have
proved that movements of the mouth can be used as one
of the speech recognition channels. Recognizing the content
of speech based on observing the speakers lip movements
is called lip-reading. It requires converting the mouth move-
ments to a reliable mathematical index for possible visual
recognition.

Humanoid robot has a high potential of being a future form
of computer that acts and supports our daily activities in the
shared infrastructures with the human beings. In spite of such
expectation, humanoid robots at the present substantially lack
in mobility. They can neither cope with sudden contacts with
the unknown, nor respond to unexpected decisions due to
emergency such as stop or avoid. A technical reason lies
in the fact that no control algorithm has been developed or
implemented in a responsive form that allows the above-
stated high-mobility.

Word recognition methods have been developed, so that
even unspecified voices uttered by unspecified person can
be recognized in high recognition rate. However, in noisy
environments, noises cause serious recognition problems
and recognition rates become low as a result. But word
recognition is practically expected to be utilized in noisy
environments. Considering these points, supplemental use of
visual information of lip shape movements is expected to im-
prove the performances. In order to use lip shape movements
for word recognition, a fast and accurate extraction method
of lip shapes from face images is required.

Area extraction technique is able to applied to lip shape
extractions. Area extraction is one application of area extrac-
tion techniques and is developed by several methods such
as spatial filtering methods. We have already worked on
real time facial expression simulator [12],[13]. Therefore,
we proposed vowel on recognition system of lipsynchrobot
in lips gesture using neural network backpropagation. First,
image capturing through the webcam, and then processed
through image processing which includes edge detection,
filtering, mouth feature extraction, integral projection and
vowels recognition on the lips using a back propagation
neural network.

This paper is organized as follows, section II explains
how the feature is extracted from the humanoid robot, image
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processing, Gabor filter, local binary pattern and integral
projection. Section III shows lip vowel recognition. Section
IV talk about several experimental results and section V
concludes the paper.

II. FEATURE EXTRACTION
A. Humanoid Robot

Android is a robot that mimics the appearance of the
human form or emulate part of the human body. This enables
a more humane interaction with humans. In general, Android
has a body, two arms, two legs, and head. Although some
are made from one part of human body. Some android also
has a full face with eyes and mouth.

According to Jeff Prucher [3] Android is a robot or
synthetic organism designed to look and act like a human
being, especially with a body that has flesh-like resemblance.
Android is a humanoid robot which was built to resemble
the humans, as well as the robot ”Doldori” made in Korea
country that are able to express human-like facial expressions
[3]. Facial expression is a method of emotional expression by
humans to recognize the emotional robot [12]. This research
will discuss about the Lipsynchrobot that can interact in a
way mimicking the movement of the lips form vowels. The
robot is controlled via a wireless serial communication using
bluetooth. Lipsynchrobot has a camera sensor to capture the
movement of the lips vowels with the help of image process-
ing and Artificial Neural Network (ANN). Lipsynchrobot has
5 basic shapes of vowels A, I, U, E and O.

B. Image Processing

Image Processing is a system which the input is in the
form of images (pictures) and the result is also the form of
the image (pictures) [6]. Image processing here has a purpose
that is improve the quality of the image to be easily inter-
preted by a human or computer and pattern recognition, the
grouping of symbolic and numeric data (including images)
automatically by the computer to an object in the object can
be recognized and interpreted.

C. Gabor Filter

To get important information from an image texture
needed a feature extraction process. Techniques in extracting
characteristic using Gabor wavelet function which is used to
extract the characteristics of the normalized image. 2D Gabor
filter is obtained by modulating a 2D sine wave at a certain
frequency and orientation of the Gaussian envelope [10]. 2D
Gabor filter function minimizes traits that are not important
in the spatial and frequency area. 2D Gabor basic function
is defined as:

12 12 /
g(@,y) = exp (W> cos (%i + w) (1)

202
x' = xcosh + ysind ()
y = —xsinb + ycosh 3)

where )\ = sine wavelength, § = Gabor function orientation,
y = offset phase and o = deviation standard of Gaussian
envelope.

D. Local Binary Pattern

LBP (Local Binary Pattern) was first introduced in 1996
by Ojala to describe texture in grayscale mode. LBP operator
based on a 3x3 neighbourhood representing the local texture
around the center pixel [4]. LBP is defined as the ratio of the
binary pixel value on central pixel image with 8 surrounding
pixel values . For example on a 3x3 sized image, binary
values at the center of the image compared with around value.
Around value would be 1, if the value of the central pixel
is smaller, and will be O if the binary center value is larger.
After that, arrange 8 binary values clockwise or vice versa
and change the 8-bit binary into decimal value to replace
the value of the center pixel [11]. In Figure 1. an image
processing scheme using LBP (Local Binary Pattern).

LBP can be formulated into the equation:
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Fig. 1.
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Local binary pattern scheme.

LBP can be formulated into the equation:
p—1
LBP(Icv yc) = Z QPS(ip - ic) 4
p=0

where (x.,y.) = pixel center with intensify ..
And the function s(z) is defined as follows:

S(x):{ 1 >0

0 =<0 )
E. Integral Projection

Integral projection is a method used to find the location
of the object area. This method can be used to detect the
boundary of different image regions so as to find the location
of the features of an image. The integral is working by
summing the values of pixels from each row and each
column. Integral Projection is defined by:

Nrow

> a(i,g) 6)

i=1

h(j) =

Ncolumn

h(i) = Z (i, 5) )

where h(j) = number of pixels X each row, h(i) = number
of pixels Y each column.

F. Mouth Feature Extraction

To extract mouth features performed image processing to
get the pixel data values in an image, especially in the mouth.
To get the data pixels in the mouth do cropping only in mouth
area.

After getting the location of the lips on the face, that
location is marked as a work area extraction of Region of
Interest (ROI). To perform feature extraction on the lips using
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Gambar 3.22. Pencarian Nilai Fitur Gambar Menggunakan Integral Proyeksi

Pada sistem ini, gambar mulut yang dintegral proyeksi

memiliki, dymgpg fsPvaL100x 50 (Gambar 3.23). Maka hasil dari
integral proycksi gambar mulu mz}lr;iflfki data sebanyak 140 nilai fitur

piksel. 146 ARPHbdigH R 4BS IARERSIONAhLESON QhAHRiY
X deftbamopitels vhtaingd S hedniearabpraisctoensofiprowh
memifildmithiechistet, dem dfngam &nd tdludatam satu gambar semua
piksel memiliki nilai cluster dengan intensitas cluster yang berbeda.

Fig. 2. Mouth feature extraction.

Gambar 3.23. Dimensi ROI Mulut
Fig. 3.  Mouth region of interest dimension.

Berikut ini adalah potongan program untuk mengambil nilai

fitur pikgeinizdntH @) den yantijshd (OF) geenbateancal pebjection pro-

Gabor filters techniques. Edge technique of Sobel and Cann
is difficult to use because the color of the edge on the lips i
vague and approaching the value of skin color. Constrainf
in the extraction the edge of the lips is there is noise aroun
the lips, it needs to be removed first.

CCSSeI&;L%ig% IIZCCIE%E.A%‘% a%g(t"ggopr%n%gg)s, process 1s mputed to the

Ip]Ima% f
netral netwo _test = fopen("file_test.txt", "w");

After getting mouth shape feature extraction using Gabor
filters, the next step to find the form mouth texture using
Local Binary Pattern (LBP) techniques. Feature values of
mouth pixels from texture searcher using the LBP taken by
integral projections. The size of piece of the mouth image (x
& y) it has dimensions of 90 x 50. The amount of data
which generated from the integral projection towards the
image mouth produced 140 data feature of the mouth.

III. LipS VOWEL RECOGNITION

Neural Network Backpropagation is neural network with
multilayer topology with one input layer (layer X), one or
more hidden layers (layer Z) and one output layer (layer Y).
Each layer has neurons (units) are modelled with a circle.
Among the neurons in one layer with neurons on the next
layer connections associated with the model that has the
weights, w and v. Hidden layer (Z) may have a bias, which
has a weight equal to one [5]. The algorithm used is back
propagation algorithm with feed forward architecture.

The purpose of using the neural network back propa-
gation in this system due to the advantages possessed by
the network, that is the ability to learn patterns (learning),
adaptability, and is useful for situations where there is a lot
of data that can not easily be modeled with mathematical
equations.

Structure of the neural network that will be carried out
using a multilayer neural network architecture. The system
architecture consists of 140 nodes on layer input, 20 nodes
in the hidden layer, and 5 nodes in the output layer which is
a binary combination of 5 vocal patterns to be recognized.
The fifth combination is:

e 10000 for Vocal A
e 01000 for Vocal I
e 00100 for Vocal U
e 00010 for Vocal E
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Fig. 4. The sample of integral projection.

System modelling of vowel recognition forms on the lips
can be seen in Figure 5. Training on back propagation is
divided into three stages, that is: feed forward stage on input
training pattern, backpropagation of the associated error and
adjustment of the weights.

Image data
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Fig. 5. The proposed neural network architecture in this system.

In Figure 5 can be seen in the input layer of neural network
is the value obtained from the integral projection of the data
as much as 140. From the 140 data is distributed one by one
into the input layer, which amounted to 140 nodes. From
input value as much as 140 data with a target output as much
as 5 layer node the network will begin to learn the pattern
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to meet the desired target output combination that has been
specified previously.

In this system, artificial neural networks are trained using
data training in the form of images. The number of image that
trained as much as 250 images of faces which have different
mouth shapes in the pronunciation of the vowels A, I, U, E,
O. Image data that will be trained will be sought in advance
through the mouth features previously (detection of facial
features). Names of the people are made in the training data
can be seen in Table L.

TABLE I
NAMES OF THE PEOPLE WHO MADE FOR THE TRAINING DATA.

Z
o

Name
Haikal
Yani
Luthfia
Ari
Arisandi
Tri
Rizky
Odi
Sucahyo
0 Alfan

=0 00 AW AW

IV. EXPERIMENTAL RESULTS

First, we showed the experimental result from the feature
extraction for area of the face and mouth location as shown
in Table II.

The data then processed through image processing then
finally using integral projection, as input for neural net-
work backpropagation. After training, it will generate a
new weights and bias values which used in testing the
Neural Network. For testing the Neural Network using a feed
forward architecture. In this test performed experiments in
which everyone does does varying pronunciation of vowels.
The experiments were performed 2 times to the people whose
data are stored on the training data and are not stored as
training data in neural network. Pronunciation of vowels form
A, I, U, E, O can be seen in Table I and Table III with
different people and pronunciation.

In Figure 6 is a representation of Table III. Can be seen in
the percentage of lip patterns of Ari and Haikal be recognized
well. Meanwhile, at the percentage of Alfan there is a value
of 5.16% on the I vowel patterns, however, the percentage
is failed because the percentage value dominant towards O
vowels.

From the results of the Table IV it can be seen the success
of the system to recognize the pattern of the lips vowels are
not present in the training data is more dominant against
the introduction of vowels I. Meanwhile the A and U vowel
systems can hardly recognize the overall vocal form.

In Figure 7 it can be seen that the percentage of Edi lips
patterns be could recognized well. Meanwhile the percentage
of the Ovin’s vowels overall shape is almost cannot be
detected properly. To test the accuracy of the system based

TABLE 11
THE RESULT OF SUCCESSFUL IN MOUTH VOWEL RECOGNITION.

NAME

HAIKAL

YANI

ARSAN

ALFAN

FIA

VINA

TABLE III
SYSTEM TEST RESULT ON WHICH THE DATA WERE TRAINED.

Name _ A(%) 1(%) U(%) E(%) O(%)
Haikal 100 9540 9999 9999 100
Yani 0 9998 99,99 9997 99,99
Ari 9998 99,98 99,99 99,99 99,99
Rizky 100 95,85 0 55,55 99,99
Alfan 99,98 516 99,92 99,99 0

on the percentage of success in recognizing the pattern shape
of the mouth can be seen in Table V.

Based on Table V can be calculated are not successful
the systems in the vowel recognition in general, where the
number of experiment in 5 people with 5 vowels pattern in
mouth.
> Experiment = 10 x 5 = 50
> Successful= 35
> Failed= 15

So it can be calculated percentage of success and failure

as a whole is as follows:

% Success= (35/50) x 100%=70%

% Failed =(1550) x 100%=30%

As for the percentage of the individual - each mouth shape
- Vokal A :

% Success = (610) x100% = 60%

% Failed = (410) x100% = 40%
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Fig. 6. Percentage chart vowel recognition on experiment 1. The data were
trained.

TABLE IV
SYSTEM RESULT ON DATA THAT ARE NOT TRAINED.

Name A%) (%) U(%) E(%) O(%)
Adi 0 99 100 32 0
Edi 100 19 99 100 0
Vina 99 99 0 2 100
Ovin 0 0 0 6 99
Yudis 0 99 0 97 66
- Vokal I:

% Success = (810 x100% = 80%

% Failed = (210) x100% = 20%
- Vokal U:

% Success = (610) x100% = 60%

% Failed = (4/10) x100% = 20%

- Vokal E:

% Success = (810) x100% = 80%
% Failed = (210) x100% = 20%

- Vokal O:

% Success = (710) x100% = 70%
% Failed = (310) x100% = 30%

Based on these calculations shows that the detection of I
and E vowels is better than the other vowel detection. From
the Table V can be seen that the results of the failure exper-
iment due not found the right features or determination of
feature is incorrect. With the determination of fault features
then the resulting value will be tested with existing data if
the value is close to the value that has been trained the neural
network will refer the decision to the data which have the
closeness from the data test. If no value is close to the data
so the decision of the recognition not recognized.

Results of the neural network output is sent via RS-232
serial PC to the Arduino. The output data from the vocal
value A, I, U, E, O is sent sequentially in formation format.
The formation data used is ’K A I U E O”, in which the
character ”K” is the data protocol header followed by data
content A I U E O. This formation is used for uniformity for
easy data processing in OpenGL simulator and Arduino. Seen
in Figure 8 serial communication successfully performed
using hyper terminal.

Feature values have been obtained and test them using

100 - _
E;

e 80 —HH —  ADI

- =

b =

S E 60 4 — - MEDI

@ EJ: ’

§§ 40 VINA
% ’ ®OVIN
S 2

= . l =YUDIS

A I u E O

Fig. 7. Percentage chart vowel recognition on experiment 2. The data were
not trained.

TABLE V
THE RESULT OF SUCCESSFUL IN MOUTH VOWEL RECOGNITION.

Name
Haikal
Yani
Ari
Rizky
Alfan
Adi
Edi
Vina
Ovin
Yudis

HoM 22 x 22 2 % 2|
R N el N e
2R 222222 2m
2 2 2 % % ox 2 22 20

<L M2 2 2 K 2 2 2 2|

artificial neural network simulator is validated using OpenGL
shown in Figure 9.

V. CONCLUSIONS

We proposed vowel recognition system of lipsynchrobot
in lips gesture using neural network backpropagation. The
proposed method works well. According to the test result
program has been carried out, it can be concluded that, the
successful of vowel recognition in the form of the mouth
with the amount of training data is 250 data and testing to
10 people is 70% with pattern recognition of I and E vowels
better than the other vowel detection.

The number of neurons in the hidden layer and the input
number of slightly variables or too accurate model for the
data being trained only produces good output data to be
trained for it, but could not produce a good output for data
that is not included in the training data.

For future works, from the output of OpenGL system, we’d
like to implement into the EEPIS Lipsynchrobot.
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Fig. 9. Validation results of pattern recognition on simulator OpenGL:
(a) ”A” Vocal; (b) ’I” Vocal; (¢) ”U” Vocal; (d) "E” Vocal; (e) ”O” Vocal.
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