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Abstract—In this paper we develop convex delay-
dependent conditions in terms of linear matrix in-
equalities (LMIs) for the synthesis of fuzzy stabiliz-
ing feedback controllers. The condition is developed
from a novel Lyapunov-Krasovskii fuzzy function. We
consider that the T-S fuzzy model represents the non-
linear system only inside a region of validity. Because
of this, we determine a domain of stability inside the
region of validity, such that the trajectories of the
nonlinear system in closed-loop starting from this do-
main converge asymptotically to origin. The domain of
stability is characterized through a Cartesian product
of two sets, where the first one is used to treat the
initial state vector at the sample k = 0, and the second
set is used to treat the delayed state vectors and
the difference between two sampling of the delayed
state vectors. We also develop a convex optimization
problem to compute the gains of the fuzzy controllers
to maximize the domain of stability. Finally, we show
an example to demonstrate the developed conditions.

I. Introduction

Dynamic systems with time-delay are often found in
industrial processes especially when there is transfer of
mass, energy, and/or information. In feedback control
systems, time-delay usually causes performance deteri-
oration and even loss of stability [9], [10]. This kind of
control problem has been receiving attention in recent
researches, as can be seen, for example, in [4], [8], and
[16].
Fuzzy logic techniques have been widely and success-

fully used in nonlinear system modeling and control.
In a large number of model-based fuzzy control studies
and applications, the Takagi-Sugeno (T-S) fuzzy model
approach has been shown quite popular and a convenient
tool to handle complex nonlinear systems as can be seen
in [6], [7], [11], and [17].
Recently, T-S fuzzy control of time-delay systems has

been studied in the context of systems with delayed

L. F. P. Silva and E. B. Castelan are with the Department of
Automation and Systems, Universidade Federal de Santa Cata-
rina, Santa Catarina, PPGEAS — DAS/CTC/UFSC, 88040-900,
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states, as can see in [3], [15], [19], [20], and [21]. The
stability analysis and the control synthesis problems for
time-varying delay discrete-time systems represented by
the T-S fuzzy model are treated in these papers, where
the proposed conditions are delay-dependent and based
on Lyapunov-Krasovskii (L-K) functionals.

An important issue present in many real systems is
the need to work inside a subregion of the state-space
due to safe operational conditions, physical constraints
or some desired level of energy consumptions. Moreover,
an important characteristic of the T-S fuzzy model is
that it can represent exactly a class of nonlinear system
in a state space region of interest [13], known as region of
validity. Inside this region the convex characteristics of T-
S fuzzy models are preserved. For convenience, the region
of validity of T-S fuzzy models can be chosen accordingly
to the cited operational, physical or energy consumption
constraints. Because of this, we need to deal with the
corresponding region of attraction. This region is the
set of all initial conditions such that the corresponding
closed-loop trajectories converge to the origin. The exact
characterization of the region of attraction is not an easy
task [14]. Hence, it is necessary to characterize subsets
of safe initial conditions that are inside of the region of
attraction. In this paper, we call these subsets the domain
of stability.

In this work, we propose convex delay-dependent con-
ditions in terms of linear matrix inequalities (LMIs) for
the synthesis of fuzzy stabilizing feedback controllers
that stabilize a class of nonlinear systems. The resulting
proposals are based on a time-delay fuzzy L-K function
that guarantees the convergence of the trajectories for
any sequence of initial conditions that belong to some
level sets defined from the L-K function and contained
in the region of validity of the T-S model. We determine
a domain of stability as the Cartesian product of two sets,
where one is used to treat the initial state vector at k = 0,
and the other is used to treat the delayed state vectors
and the difference between two sampling of these delayed
states. Based on the developed conditions a LMI based
optimization problem is proposed to synthesize a fuzzy
state feedback controller that maximizes the domain of
stability. Finally, we demonstrate the efficiency of the
developed conditions through an example.

Notations: The r-th row of the matrix L is denoted
as L(r). The symbol ⋆ represents the symmetric blocks
in relation the diagonal. The matrices I and 0 de-
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note, respectively, identity and null matrices of appro-
priate dimensions. For d ∈ N

∗ and k ∈ N, φd,k =
{xk−d, xk−(d−1), . . . , xk−1} denotes a sequence of d vec-
tors xj ∈ R

n, j ∈ [−d,−1], where [a, b] is the interval
of the integers starting from “a” and ending with “b”.
Consider that ϕd,k defines a sequence of d+1 vectors xj ∈
R

n, j ∈ [−d, 0], such that ϕd,k = {φd,k, xk}. The space of
the vector sequence ϕd,k = {φd,k, xk}, which maps [−d, 0]
in R

n, is Dd = D([−d, 0],Rn), with the norm ‖φd,k‖d =
sup

−d≤j≤−1
‖x(k + j)‖, where ‖ · ‖ is the Euclidian norm.

The sequence of difference of delayed initial conditions is
defined as ∆φd,k = {φd,k−d+1−φd,k−d, . . . , φd,k−φd,k−1}.
The function Y = round(X) rounds the elements of X
to the nearest integers.

II. Problem statements

Consider a class of discrete-time nonlinear system with
a time-varying delay in the state represented by:

xk+1 = f(xk) + fd(xk−dk
) + g(xk)uk, (1)

where f(xk), fd(xk−dk
), and g(xk) represent nonlinear

functions of the state vector xk ∈ R
n, dk is the time-

varying delay which 1 ≤ d ≤ dk ≤ d̄, and uk ∈ R
m

is the control input vector with m input signals. The
initial condition of the nonlinear system (1) is given by
a sequence ϕd̄,0, with ϕd̄,0 = {φd̄,0, x0} and ϕd̄,0 ∈ Dd̄,
φd̄,0(j) = xj , j ∈ [−d̄,−1].
A Takagi-Sugeno (T-S) fuzzy model can be used to

represent the nonlinear system (1), with the rules IF-
THEN given by:

IF z1(k) is Mi1 and · · · and zp(k) is Mip,
THEN xk+1 = Aixk +Adixk−dk

+Biuk,
(2)

where zj(k), j = 1, . . . , p, are the scalar premise variables
supposed to be dependent only on the states, Mij are the
fuzzy sets, and p is the number of premise variables. The
matrices of the subsystems, Ai ∈ R

n×n, Adi ∈ R
n×n and

Bi ∈ R
n×m, are known.

From a center-average defuzzifier, product fuzzy infer-
ence, and singleton fuzzifier, the dynamic fuzzy model
(2) can be expressed by the following model [1], [2]:

xk+1 = A(αk)xk +Ad(αk)xk−dk
+B(αk)uk, (3)

where αk(i) = wi(z(k))/
∑N

j=1 wj(z(k))
with wi =

∏p
j=1 Mij(zj(k)) and z(k) =[

z1(k) z2(k) · · · zp(k)
]T

. The membership function
vector αk is a state-dependent and time-varying
parameter that is measurable or possible to be estimated
in real time, and verifies the unitary simplex:

Ξ =

{
αk ∈ R

N ;
N∑
i=1

αk(i) = 1, αk(i) ≥ 0, i = 1, . . . , N

}
.

(4)
Therefore, matrices in (3) can be rewritten as:

[
A(αk) Ad(αk) B(αk)

]
=

N∑
i=1

αk(i)

[
Ai Adi Bi

]
,

αk ∈ Ξ. (5)

The initial condition that assures existence and unicity of
solutions for (3) is given by a sequence ϕd̄,0, where ϕd̄,0 =
{φd̄,0, x0} with ϕd̄,0 ∈ Dd̄, φd̄,0(j) = xj , j ∈ [−d̄,−1] and
d̄ is sufficiently large.
According to [13], an exactly global representation of

the nonlinear system (1) by (3) is difficult to find. Fur-
thermore, due to the possible presence of safe operational
conditions, physical constraints or some desired level of
energy consumptions, we consider that this representa-
tion is valid only in a given compact domain V0, known
as the region of validity, and defined as the following:

V0 = {xk ∈ R
n; |L(i)xk| ≤ ǫ(i)}, (6)

where ǫ(i) > 0 and L(i) ∈ R
1×n, for i = 1, . . . , κ, with κ

representing the number of constraints that characterizes
the allowed region in the state-space, where the closed-
loop system trajectories can evolve. Thus, it is necessary
that ϕd̄,0 ∈ V0 such that this initial condition sequence
leads the states of nonlinear system to be controlled (1)
to satisfy xk ∈ V0.
Now consider the following control law:

uk = K(αk)xk +Kd(αk)xk−dk
, (7)

when it is possible to access the value of dk in real time.
If the value of dk is unknown, it is possible to assume
that Kd(αk) = 0 ∀k in (7). Note that the matrices of
the controller are dependent on the membership function
and, likewise the matrices of the fuzzy system (3), they
are defined as follows:

[
K(αk) Kd(αk)

]
=

N∑
i=1

αk(i)

[
Ki Kdi

]
, αk ∈ Ξ, (8)

where Ki ∈ R
m×n and Kdi

∈ R
m×n.

Using the fuzzy formulation (3) and (7)–(8), we have
the fuzzy closed-loop system with a time-varying delay
in the state:

xk+1 = Â(αk)xk + Âd(αk)xk−dk
, (9)

where, by construction,

Â(αk) = A(αk) +B(αk)K(αk) =
N∑
i=1

N∑
j=i

µijαk(i)αk(j)
Ai +BiKj +Aj +BjKi

2
, (10)

Âd(αk) = Ad(αk) +B(αk)Kd(αk) =
N∑
i=1

N∑
j=i

µijαk(i)αk(j)
Adi +BiKdj +Adj +BjKdi

2
, (11)

with

µij =

{
2, i 6= j,
1, otherwise.

(12)

Furthermore, we need to consider a domain of stability
denoted Υϕ, and following what we said, satisfying Υϕ ⊆
V0. Therefore, the main problem that we try to solve in
this paper is exposed as follows:
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Problem 1: Determine the T-S fuzzy gains Ki and Kdi

of the controller (7)–(8), and characterize the domain
of stability Υϕ, such that trajectories of the closed-
loop system formed by the feedback interconnection of
the nonlinear system (1) and the T-S controller (7)–(8)
remain in V0 and converge asymptotically to the origin.

III. Preliminaries

We define the domain of stability through a Carte-
sian product, that is, Υϕ = B(r1, r2) × Cx ={
((φd̄,0,∆φd̄,0), x0) | (φd̄,0,∆φd̄,0) ∈ B(r1, r2), and
x0 ∈ Cx} with:

Cx =
{
x0 ∈ Dd̄; V1(x0, α0) ≤ c(φd̄,0,∆φd̄,0)

}
, (13)

and

B(r1, r2) =
{
φd̄,0 ∈ Dd̄; ‖φd̄,0‖d̄ ≤ r1 and

‖∆φd̄,0‖d̄ ≤ r2
}
, (14)

where V1(x0, α0) is a parameter dependent quadratic
form, which we will define later, c(φd̄,0,∆φd̄,0) is a
function on R

+ with the sequences φd̄,0 and ∆φd̄,0 as
arguments and 0 ≤ ri ∈ R

+, i = 1, 2. Note that the set
Cx is used to treat the initial state vector at k = 0, and
the set B(r1, r2) is used to treat the delayed state vectors
and the difference between two sampling of the delayed
state vectors.
Now consider the following fuzzy L-K candidate func-

tion, V (xk, αk) : R
n × Ξ → R

+:

V (xk, αk) =
6∑

v=1

Vv(xk, αk) > 0 (15)

with V1(xk, αk) = xT
kQ

−1(αk)xk, V2 =
∑k−1

j=k−d̄
xT
j R1xj ,

V3 =
∑k−1

j=k−d x
T
j R2xj , V4 = δ

∑−1−d

ℓ=d̄

∑k−1
m=k+ℓ y

T
mZ1ym,

V5 = d̄
∑−1

ℓ=−d̄

∑k−1
m=k+ℓ y

T
mZ2ym and V6 =

d
∑−1

ℓ=−d

∑k−1
m=k+ℓ y

T
mZ3ym, where yj = xj+1 − xj ; δ =

d− d̄, and Q(αk) =
∑N

i=1 αk(i)Qi.
We can associate level sets, from the fuzzy L-K func-

tion defined above, as follows:
Definition 1: [5, Lemma 4] The intersection of ellip-

soidal sets associated with the matrices Qi > 0, i =
1, . . . , N , can be defined as:

LV1
(c) =

{
E(Q−1

i , c), ∀αk ∈ Ξ
}
=⋂

αk∈Ξ

E(Q−1(αk), c) =
⋂

i∈{1,...,N}

E(Q−1
i , c), (16)

where c is a scalar positive, and E(Q−1
i , c), for i =

1, . . . , N , denotes the ellipsoidal sets defined as follows:

E(Q−1
i , c) =

{
xk ∈ R

n; xT
kQ

−1
i xk ≤ c

}
. (17)

The Definition 1 is used for characterizing sets where
corresponding trajectories remain confined in. In this
definition, if c = 1, we use the simplified notation LV1

=
LV1

(1) and E(Q−1
i ) = E(Q−1

i , 1). It is used to determine
sets of initial conditions Cx.

Definition 2: The set Cx in (13) can be defined as:

Cx =
{
x0 ∈ Dd̄; V1(x0, α0) ≤ 1− (ρ1‖φd̄,0‖

2
d̄

+ρ2‖∆φd̄,0‖
2
d̄
)
}
, (18)

where ρ1 and ρ2 are given, respectively, by

ρ1 = λmax(R1)d̄+ λmax(R2)d, (19)

and

ρ2 = λmax(Z1)
δ2(δ + 1)

2
+ λmax(Z2)

d̄2(d̄+ 1)

2

+ λmax(Z3)
d2(d+ 1)

2
. (20)

For the set B(r1, r2) in (14), we have r1 and r2 satisfying

together 0 ≤ r1 ≤ ρ
− 1

2

1 , 0 ≤ r2 ≤ ρ
− 1

2

2 and ρ1r
2
1 + ρ2r

2
2 ≤

1.
Proof: Consider the Definition 1 and that c = 1 −

(ρ1‖φd̄,0‖
2
d̄
+ ρ2‖∆φd̄,0‖

2
d̄
), we have:

Cx = LV1
(1 − (ρ1‖φd̄,0‖

2
d̄
+ ρ2‖∆φd̄,0‖

2
d̄
)) = {x0 ∈ R

n;

xT
0 Q

−1(α0)x0 ≤ 1− (ρ1‖φd̄,0‖
2
d̄
+ ρ2‖∆φd̄,0‖

2
d̄
)
}
. (21)

From Vi, i = 2, . . . , 6, we can define the variables ρ1 and
ρ2 as follows:

6∑
i=2

Vi ≤

−1∑
j=−d̄

φT
d̄,0(j)R1φd̄,0(j)+

−1∑
j=−d̄

φT
d̄,0(j)R2φd̄,0(j)

+δ

−1−d∑
ℓ=d̄

−1∑
m=ℓ

∆φT
d̄,0(m)Z1∆φd̄,0(m)+d̄

−1∑
ℓ=−d̄

−1∑
m=ℓ

∆φd̄,0(m)

× Z2∆φd̄,0(m) + d

−1∑
ℓ=−d

−1∑
m=ℓ

∆φd̄,0(m)Z3∆φd̄,0(m)

≤ ρ1‖φd̄,0‖
2
d̄
+ ρ2‖∆φd̄,0‖

2
d̄

(22)

Through the following lemma, the sets Cx and B(r1, r2)
can be connected in terms of the confinement of trajec-
tories in LV1

and local asymptotic stability.
Lemma 1: Let V (xk, αk) > 0 be given by (15). If

∆V (xk, αk) = V (xk+1, αk+1)− V (xk, αk) < 0, then

V (xk, αk) < V (x0, α0) ≤ xT
0 Q

−1(α0)x0 + ρ1‖φd̄,0‖
2
d̄

+ ρ2‖∆φd̄,0‖
2
d̄
. (23)

Therefore, ∀x0 ∈ Cx = LV1
(1−(ρ1‖φd̄,0‖

2
d̄
+ρ2‖∆φd̄,0‖

2
d̄
))

and for all (φd̄,0,∆φd̄,0) ∈ B(r1, r2) it ensures that xk ∈
LV1

, ∀k ≥ 0 and lim
k→∞

xk = 0.

Proof: From (15), if ∆V (xk, αk) < 0, ∀k and ∀αk ∈
Ξ, then it verifies that:

xT
k Q

−1(αk)xk ≤ V (xk, αk) < V (x0, α0). (24)

By using (22), (19) and (20), we have:

V (x0, α0) ≤ xT
0 Q

−1(α0)x0 + ρ1‖φd̄,0‖
2
d̄

+ ρ2‖∆φd̄,0‖
2
d̄
. (25)
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From (24) and (25), it can be verified that if
xT
0 Q

−1(α0)x0 ≤ 1 − (ρ1‖φd̄,0‖
2
d̄
+ ρ2‖∆φd̄,0‖

2
d̄
), then

xT
kQ

−1(αk)xk ≤ 1. Therefore, the local asymptotic sta-
bility of the state delayed closed-loop system is ensured.

IV. Main results

In the next theorem, it is shown that the T-S fuzzy
gains synthesized by new delay-dependent conditions
can locally stabilize nonlinear discrete-time systems with
time-varying delay in the states.
Theorem 1: Suppose there are symmetric definite pos-

itive matrices Qi ∈ R
n×n, i = 1, . . . , N , R̃1 ∈ R

n×n,
R̃2 ∈ R

n×n, Z̃1 ∈ R
n×n, Z̃2 ∈ R

n×n and Z̃3 ∈ R
n×n,

and matrices U ∈ R
n×n, Yi ∈ R

m×n and Ydi ∈ R
m×n

verifying the LMIs (26) and[
−Qi QiL

T
(ℓ)

⋆ −ǫ2(ℓ)

]
≤ 0, ∀i = 1, . . . , N, ∀ℓ = 1, . . . , κ. (27)

Then, the controller matrices (7)–(8) obtained with

Ki = YiU
−1 and Kdi = YdiU

−1 (28)

are such that the origin of the nonlinear system (1)
in closed-loop by control law (7)–(8) is asymptotically
stable for any set of initial conditions Υϕ = B(r1, r2)×Cx,
ensuring that the respective trajectories remain in LV1

⊆
V0, with R1 = U−T R̃1U

−1, R2 = U−T R̃2U
−1, and

Zr = U−T Z̃rU
−1, for r = 1, 2, 3.

Proof: See Appendix.

A. Convex optimization problem

The objective here is to solve the Problem 1 by using
the Theorem 1 through computing the set Υϕ as large
as possible. In this sense, a fundamental issue is to
maximize the size of LV1

⊆ V0. Such an optimization
can be achieved by considering the maximization of an
ellipsoidal set included in the level set LV1

as follows

E (W ) =
{
x ∈ R

n;xTWx ≤ 1
}
⊆ LV1

. (29)

This inclusion is equivalent to:[
W I

I Qi

]
≥ 0, i = 1, . . . , N. (30)

Thus, a convex optimization problem can be proposed
as follows:

min trace(W )
subject to (26), (27), and (30).

(31)

V. An Example

A control problem of a truck-trailer is studied in [12].
In this paper, furthermore, a time-varying delay in the
states is also considered in this truck-trailer system as
follows:

x1,k+1 = cx1,k + (1− c)x1,k−dk
− vt̄

L
sin(cx1,k

+(1− c)x1,k−dk
) + vt̄

l
uk

x2,k+1 = x2,k − vt̄
L
sin(cx1,k + (1 − c)x1,k−dk

)
x3,k+1 = x3,k + vt̄ cos(cx1,k + (1− c)x1,k−dk

)

× sin
(
x2,k +

vt̄
2L sin(cx1,k

+(1− c)x1,k−dk
))

(32)

where x1,k represents the angle between the truck and
the trailer, x2,k denotes the angle of the trailer and x3,k

is the vertical position of the rear, l and L represent the
length of the vehicle and of the trailer, respectively. t̄ is
the sampling time and v is the constant reverse speed.
The delay coefficient c is a constant, that satisfies c ∈
[0, 1], and it imposes a time-varying delay, dk, in the state
x1,k, because of the image processing time. In this case,
we have l = 2.8m, L = 5.5m, v = −1.0m/s, t̄ = 2.0s, c =
0.7, and dk ∈ [1, 5]. Note that when x1 = ±π/2, the“jack-
knife” occurs. In order to simplify the model (32), we
consider cx1,k+(1−c)x1,k−dk

= sin(cx1,k+(1−c)x1,k−dk
),

for |x1,k| ≤ 0.675, which implies a maximum error of 5%
and allows we obtain a T-S fuzzy model with less rules.
Therewith, we have

x1,k+1 = cx1,k + (1− c)x1,k−dk
− vt̄

L
(cx1,k

+(1− c)x1,k−dk
) + vt̄

l
uk

x2,k+1 = x2,k −
vt̄
L
(cx1,k + (1 − c)x1,k−dk

)
x3,k+1 =x3,k + vt̄ cos(cx1,k + (1− c)x1,k−dk

)

sin(x2,k +
vt̄
2L (cx1,k + (1− c)x1,k−dk

)).

(33)

The model (33) can be described as a T-S model
through nonlinear local rules [13]:

xk+1 =

2∑
i=1

2∑
j=1

Si(Z1(k))Wj(Z2(k))

× {Āijxk + Ādijxk−dk
+ B̄uk}, (34)

with B̄ =





vt̄
l

0
0



, Āij =







c
(

1− vt̄
L

)

0 0

c vt̄
L

1 0

c v2 t̄2

2L
digj vt̄digj 1






and Ādij =







(1− c)
(

1− vt̄
L

)

0 0

(1− c) vt̄
L

0 0

(1− c) v
2 t̄2

2L
digj 0 0






. Where we define: S1(Z1(k)) =

cos(θ(x1(k)))−d2
d1−d2

, S2(Z1(k)) = d1−cos(θ(x1(k)))
d1−d2

, W1(Z2(k)) =
sin(p(k))−g2p(k)

p(k)(g1−g2)
, W2(Z2(k)) = g1p(k)−sin(p(k))

p(k)(g1−g2)
, for p(k) 6= 0,

W1(Z2(k)) = 1, and W2(Z2(k)) = 0, for p(k) = 0, Z1(k) =

cos(θ(x1(k))), for θ(x1(k)) = cx1(k) + (1 − c)x1(k − dk),

Z2(k) = sin(p(k)), for p(k) = x2(k) + vt̄
2L

θ(x1(k)), d1 =

max(Z1(k)) = 1, d2 = min(Z1(k)) = 0.7807, g1 = 1, and
g2 = 10−2/π.
Note that to obtain the T-S fuzzy model (34), we need

to consider |x1,k| ≤ 0.675, and |x2,k| ≤ π. The state
x3,k is “free”, but we consider |x3,k| ≤ 500. Therefore,
the region of validity (6) is defined by L = I, and

ǫ =
[
0.675 pi 500

]T
. By utilizing the optimization

problem (31) to compute the gains of controller which
stabilize the nonlinear system (32) through the control
law (7), we obtain: K1 =

[
0.6768 −0.0424 1e−4

]
,

Kd1 =
[
0.5898 0 0

]
, K2 =

[
0.6263 −0.0348 1e−4

]
,

Kd2 =
[
0.5827 0 0

]
, K3 =

[
0.6749 −0.038 1e−4

]
,

Kd3 =
[
0.5884 0 0

]
, K4 =

[
0.6775 −0.0391 1e−4

]
,

and Kd4 =
[
0.5895 0 0

]
. For this example we consider

that r1 = r2 = 0 in B(r1, r2). Thus, we have ‖φ5,0‖
2
10 = 0,

and ‖∆φ5,0‖
2
10 = 0 and in consequence Cx = LV1

. In
Figure 1, we show the set Cx obtained.

94






δ2Z̃1 + d̄2Z̃2 + d2Z̃3 − UT − U 0.5(AiU + BiYj +AjU +BjYi)− δ2Z̃1 − d̄2Z̃2 − d2Z̃3

⋆ 0.5(Qi +Qj)− UT − U + δ2Z̃1 + (d̄2 − 1)Z̃2 + (d2 − 1)Z̃3 + R̃1 + R̃2

⋆ ⋆
⋆ ⋆
⋆ ⋆
⋆ ⋆

0 0.5(AdiU +BiYdj +AdjU +BjYdi) 0 UT

Z̃3 0 Z̃2 0

−Z̃1 − Z̃3 − R̃2 Z̃1 0 0

⋆ −2Z̃1 Z̃1 0

⋆ ⋆ −Z̃1 − Z̃2 − R̃1 0

⋆ ⋆ ⋆ −Qq



< 0,

∀i, q = 1, . . . , N, j = i, . . . , N (26)
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Fig. 1. The set Cx = LV1
, a point marked by ×, and a stable

trajectory.

By applying the control law (7) with the gains shown
in the previous paragraph in the nonlinear system (32),
we obtain the stable trajectory shown in Figure (1).
This same trajectory is shown in Figure 2, but now in
function of the samples. To obtain this trajectory, we
always consider |x1,k| ≤ π, the following expression for
the time-varying delay dk = round(3+2 cos(k)), and the
initial condition ϕ5,0 = {φ5,0, x0} ∈ D5 with ‖φ5,0‖

2
5 = 0

and x0 =
[
−0.6743 −0.5009 86.73

]T
, marked by × in

Figure 1. Note that the initial condition belongs to the
set Cx and as we hope lim

k→∞
xk = 0.

Now from the [3, Theorem 2], we compute
the gains used in the control law (7) to give
feedback to the nonlinear system (32), and
obtain: K1 =

[
1.6387 −1.6094 0.0561

]
, Kd1 =[

0.7732 −7e−4 0
]
, K2 =

[
1.6141 −1.5266 0.0566

]
,

Kd2 =
[
0.7651 0.0021 −2e−4

]
, K3 =[

1.5926 −1.3916 0.0571
]
, Kd3 =[

0.7569 −7e−4 0
]
, K4 =

[
1.5926 −1.3915 0.0571

]
,
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Fig. 2. Trajectories of stable states.

and Kd4 =
[
0.7568 −7e−4 0

]
. By utilizing the same

initial condition and the same expression for the time-
varying delay considered in the previous paragraph, we
obtain Figure (3). Through this figure, we can observe
that the state x1,k tends to the origin, and the x2,k also
tends to the origin, because x2,k represents an angle and
its final value is 2π. However, the state x3,k does not
tend to the origin. Actually, it tends to a value around
150m far from the origin. From the results obtained in
this example, it shows that it is important to take into
account the region of validity in the synthesis of gains
for fuzzy controllers.

VI. Conclusions

In this paper convex local delay-dependent conditions
for the synthesis of fuzzy stabilizing feedback controllers
are developed. These conditions are obtained through
fuzzy Lyapunov-Krasovskii function, and they are repre-
sented as LMIs. The T-S fuzzy model exactly represents
the nonlinear system only inside a region of validity.
Because of this, we determine a domain of stability
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Fig. 3. Trajectories of unstable states.

inside of the region of validity, such that all trajectories
of the closed-loop nonlinear system starting from this
domain converge asymptotically to the origin and do not
leave the region of validity. The domain of stability is
characterized by a Cartesian product of two sets, where
the first one is used to treat the initial state vector at
k = 0, and the second set is used to treat the delayed
state vectors and the difference between two sampling of
the delayed state vectors. A convex optimization problem
is developed and through this optimization problem the
fuzzy controllers’ gains are computed to maximize the
domain of stability. By the example we show that the
fuzzy controllers’ gains designed from our results can
be applied in the nonlinear system. However, in the
same example we show that the fuzzy controllers’ gains
designed from results found in the literature cannot be
applied in the nonlinear system.

Appendix: Proof Theorem 1

From the fuzzy L-K function (15), we have:

∆V (xk, αk) ≤ xT
k+1[Q

−1(αk+1) + δ2Z1 + d̄2Z2 + d2Z3]

× xk+1 + 2xT
k+1[−δ2Z1 − d̄2Z2 − d2Z3]xk + xT

k

×[−Q−1(αk)+R1+R2+δ2Z1+(d̄2−1)Z2+(d2−1)Z3]xk

+2xT
kZ3xk−d +2xT

kZ2xk−d̄ + xT
k−d[−R2 −Z1 −Z3]xk−d

+ 2xT
k−dZ1xk−dk

+ xT
k−dk

[−2Z1]xk−dk
+ 2xT

k−dk
Z1xk−d̄

+ xT
k−d̄

[−R1 − Z1 − Z2]xk−d̄, (35)

considering that the discrete Jensen inequality was ap-
plied in ∆Vi, for i = 4, 5, and 6, like as shown in [18].
From Finsler’s Lemma, we have a sufficient condition
θ(αk) = Q(αk) + XB(αk) + B(αk)

TX T < 0, where
ξTk Q(αk)ξk < 0 subject to B(αk)ξk = 0, with

ξk =
[
xT
k+1 xT

k xT
k−d xT

k−dk
xT
k−d̄

]T
, (37)

B(αk) =
[
−I Â(αk) 0 Âd(αk) 0

]
, (38)

and
X =

[
FT

0 0 0 0
]T

. (39)

Consider the congruence transformation
like as θ̃(αk) = T T θ(αk)T , where T =
diag{UT , UT , UT , UT , UT}, and UT = F−1. In θ̃(αk)
we apply the Schur’s complement in block (1, 1), and
consider that −UTQ−1(αk)U ≤ Q(αk)− UT − U . Thus,
we obtain (40).
In (40) we consider Â(αk) and Âd(αk) are given in (10)

and (11), respectively,

Q(αk) =


 N∑

j=1

αj


Q(αk) =

N∑
i=1

N∑
j=i

µijαk(i)αk(j)

× 0.5(Qi +Qj), (41)

with µij defined in (12), Q(αk+1) =
∑N

q=1 αqQq, Yi =
KiU , and Ydi = KdiU . Therefore, we obtain the condi-
tion (26).
Now we assume that (26) is verified and additionally

(27) is satisfied. Then, we multiply (27) by αk(i) and sum
up on i = 1, . . . , N , getting:

Λ =

[
−Q(αk) Q(αk)L

T
(ℓ)

⋆ −ǫ2(ℓ)

]
≤ 0. (42)

By using the congruence transformation FTΛF = Λ̃ with
F = diag{Q−1(αk), 1}, we get

Λ̃ =

[
−Q−1(αk) LT

(ℓ)

⋆ −ǫ2(ℓ)

]
≤ 0. (43)

Applying Schur’s complement in Λ̃, we have:

LT
(ℓ)ǫ

−2
(ℓ)L(ℓ) −Q−1(αk) ≤ 0. (44)

In this last inequality, we can pre- and post-multiply by
xT
k and xk, respectively, and by using the S-procedure,

we have that:

xT
k L

T
(ℓ)ǫ

−2
(ℓ)L(ℓ)xk ≤ 1, ∀xk ∈ LV1

= xT
k Q

−1(αk)xk ≤ 1.

(45)
Then, by considering (45), we prove that LV1

⊆ V0 and
any trajectory that starts in Υϕ = B(r1, r2)×Cx remains
LV1

and thus the local stability of nonlinear system (1)
in closed-loop by control law (7)–(8) is assured.
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