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Abstract—Collaborative Filtering is the most commonly
used technique in Recommender Systems, based on the users
ratings in order to identify similar profiles and suggest them
items. However, because it depends essentially on direct simi-
larity measures between users or items, it usually suffers from
the sparsity problem. Upon this situation, a good alternative
is using global similarities to enrich the users neighborhood
by transitively connecting them together, even when they do
not share any common ratings. In this paper, we investigated
the use of both local and global similarity measures with the
maximin distance algorithm, along with tie-breaking criteria
for neighbors with equal similarity. Our experiments showed
that the maximin distance algorithm in fact produces many
equally similar global neighbors, and that the criteria set for
deciding between them severely improved the results of the
recommendation process.

I. INTRODUCTION

THE volume of information is growing much faster than
the human capacity to process it. As a consequence,

we seem to live in an information overload that creates a
real difficulty in acquiring useful knowledge and making
decisions. Upon this scenario, we naturally tend to search for
recommendations and advice in order to help the decision-
making process. Recommender systems are a promising
technology that simply automates the process of learning
from the collective experience in order to discover the
most valuable content for us [1]. Due to its great potential,
this kind of system can be seen almost everywhere. The
e-commerce world, for instance, is making good use of
recommender systems to decrease the gap between company
seller and costumer.

Due to its efficiency and simplicity, collaborative filtering
techniques are the most used ones for the development
of recommender systems [1]. In this approach, items are
recommended to a target-user based on the preferences of
similar users. Similarity between two users in this context is
commonly defined according to ratings given to items they
evaluated in common. Despite being widely used and stud-
ied, collaborative filtering is very sensitive to the problem of
data sparsity [2]. Since it works based on similar preferences,
a low number of common ratings makes similarity between
users rather useless.

In recent years, different solutions have been proposed
to deal with the sparsity problem [3]. The current paper will
focus on the use of global similarity measures originally
proposed by Luo [4] and Anand [5]. In contrast to the
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traditional similarity measures based on common ratings
(named as local similarity), global similarity measures iden-
tify transitive relationships between users. Two users are
globally similar if they can be connected by a transitive
chain of locally similar users. The experiments performed
in previous work have revealed good results when global
and local measures were combined. However, due to the
nature of the global measures proposed in previous work, a
very high number of neighbors with equal similarity value
can be produced. Hence, in many cases the global similarity
measures have a lower capacity to discriminate users, which
can harm the recommendation process. In our work, we
investigated open issues in the combination of global and
local measures by proposing tie-breaking criteria to favor
the best neighbors in these situations. In the experiments
performed on different datasets, a gain in accuracy was
observed in the recommendation process when the proposed
criteria were adopted.

This paper is organized as follows: Section II introduces
a brief background and the related work. In Section III, we
discuss the proposed similarity tie-breaking criteria and the
collaborative filtering framework. Section IV presents the
performed experiments and obtained results compared with
the ones achieved in [5]. Finally, the conclusions and future
research directions are pointed out in Section V.

II. BACKGROUND AND RELATED WORK

In spite of all its popularity, collaborative filtering still
has difficulties in dealing with data sparsity, which as a
significant weakness. In this section, we discuss different
strategies of the literature to treat this issue, and then present
the use of global and local similarity measures, which is
main focus of the present work.

A. Data Sparsity

Data sparsity is characterized by the limited amount
of ratings and, consequently, neighbors of a target-user
considering a database of items to recommend. As real-
world systems usually have a really big number of users
and items, even the most active users consume just a few
items of the whole database [6]. Similarly, even the most
popular items are rated by just a small portion of the users in
the system. Hence, a lot of real-world recommender systems
based on collaborative filtering are challenged by the sparsity
problem.

In order to overcome data sparsity, some previous work
have tried to effectively reduce the dimension of the user-
item data matrix in order to increase the likelihood that
different users rate common items [7]. The main represen-
tative techniques of this approach are the Singular Value
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Decomposition (SVD) [8], the Latent Semantic Indexing
(LSI) [9] and the Principal Component Analysis (PCA) [10].
Although such techniques can be successfully employed
to improve the accuracy of collaborative filtering systems
facing the sparsity problem, the process of eliminating
users and items may cause the lost of potential valuable
information.

Another alternative that has been well explored is to
make use of a hybrid approach, combining collaborative
filtering and content-based filtering techniques [11] [1]. In
such combination, the hybrid recommender system tries to
benefit from the strengths of each technique, overcoming
their weaknesses [12].

Prediction propagation strategies have also been a good
alternative to to deal with data sparsity [13] [14] by adopting
an iterative data completion procedure. In this approach,
strategic missing values in the user-item rating matrix are
predicted and assumed to be known. Following, such values
are propagated in order to iteratively produce a dense matrix.

Trust is another interesting concept that addresses which
neighbors participate in the recommendation process [15]
[16], and thus can help to treat the data sparsity problem.
This approach is adopted to complement the use of common
similarity measures, and is able to increase the target-user
neighborhood set by enabling the contribution of users that
do not share any common ratings with him or her, but are
trustful instead [17] [18].

B. Local Similarities

The similarity measurement between users is a crucial
step for collaborative filtering recommender systems. In
order to compute what we call the local similarity of two
users, the presence of common ratings is important. The
main similarity metrics in the literature are the Pearson Cor-
relation Coefficient (PCC) and the Vector Cosine Similarity
(VS). The former aims to measure how much two users
vary together from their common evaluations, that is, the
difference from each of their ratings to their average rating,
which is given by the formula:

simx,y =

∑
i∈Sxy

(rx,i − r̄x)(ry,i − r̄y)√∑
i∈Sxy

(rx,i − r̄x)2
∑

i∈Sxy
(ry,i − r̄y)2

(1)

where simx,y is the similarity between users x and y,
rx,i and ry,i correspond to their ratings for the item i, r̄x
and r̄y are their respective average rating and Sxy denotes
the common ratings set between these users.

Other popular similarity metric, the VS, treats each user
as a vector with dimensionality equal to the number of items
in the database, and values corresponding to their ratings.
The similarity of two users is then given by the cosine of
the angle between their vectors. The idea behind this is that
vectors with same direction reveal a high similarity, and is
given by the formula:

simx,y =

∑
i∈Sxy

(rx,i)(ry,i)√∑
i∈Sxy

(rx,i)2
∑

i∈Sxy
(ry,i)2

(2)

In Luo [4], we are presented a novel similarity metric
based on the principle that if two users rated an item
similarly, but very differently from the other users, we then
have a strong evidence of similarity that should be taken into
consideration. Thus, to find the similarity of two users the
authors first measured what they called surprisal, a measure
that provides information about how far a rating was from
the database average for it. The rating of each item was
modeled as a Laplacian random variable and its surprisal
was computed as:

I(rx,i) = −ln(f(r = rx,i|µ̂i, b̂i)) = ln(2b̂i) +
|rx,i − ûi|

b̂i
(3)

where rx,i is the rating of the item i given by the user
x, µî and b̂i are the maximum likelihood estimative for the
location and scale parameters, in that order. Instead of using
the original ratings, the authors adopted the surprisals with
direction given by the function:

Sx,i = sgn(rx,i − µ̂i)I(rx,i) (4)

where sgn is the signal function that represents whether
the user x rated the item i higher or lower in comparison to
µ̂i, the average rating for that item. The similarity between
the two users was achieved using the VS formula with the
surprisal vectors.

As one can notice, for each similarity measure discussed,
only the set of items commonly evaluated was taken into
consideration. Therefore, it could be possible that some users
would be considered perfectly similar even if they shared
just one single common rating. As this would be bad for the
recommendation process, Luo [4] applied Mas proposal [19]
to penalize the similarity weights that were based on a small
number of co-rated items. His final formula received the
name of Surprisal-Based Vector Similarity with Significance
Weighting (SVSS):

sim′
x,y =

min(|Iux ∩ Iuy|, γ)

γ
simx,y (5)

where |Iux ∩ Iuy| is the number of co-rated items
between the users x and y, and γ is the threshold for the
significance weighting.

C. Global Similarities

When the database is sparse, local similarities just do
not produce good user neighbor relationships, thus affecting
the quality of the recommendation process [5]. In these
cases, global similarities can be used to enrich the users
neighborhood, since they define two users as being similar
whether it is possible to connect them through their local
neighbors [4].

Following this principle, some proposals can be found
in the literature. Fouss [20] introduced a random walk on
a bipartite graph of both users and items. By connecting
the users to the items they have experienced, the values
of average commute time and average first passage time,
achieved by the random walk were employed as similarity
measures for two users. Average commute time is the mean
number of steps a random walker takes to go back and forth
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from one user node to another. Average first passage time,
in turn, represents the mean number of steps necessary to
reach the other user node for the first time. The authors
demonstrated that these similarity measures tend to grow
when the number of paths connecting two user nodes grows,
and also when the distance of the paths decreases [20].
Nevertheless, this kind of recommendation process lacks
easily understandable explanations for the final users of the
system.

Desrosiers [21] presented an approach that computes
global similarities both between the pairs of users and
the pairs of items, based on the solution of a system of
linear equations that relates the user similarities to the item
similarities. This strategy helps the contention of the data
sparsity problem, since it allows calculating the similarities
of users that do not have any common ratings but whose
items experienced have some similarity between each other.

D. Combining Local and Global Similarities

Luo [4] proposed a framework that combines both local
and global similarities in the recommendation process. For
that, the users were initially represented in a weighted graph,
in which each node corresponds to a user and each edge
weight between two connected nodes corresponds to the
local similarity. The similarity measure applied to define
the edge weights was the SVSS discussed in Section II.
After the graph construction, the global similarity between
each pair of users could then be calculated through indirect
associations using the maximin distance algorithm:

1) Find all paths that connect two users;
2) For each path, identify its minhop, that is, the edge

with the lowest weight;
3) Among all path minhops, identify the one with the

highest value. This represents the maximin distance
between the two users, and is used as their proper
global similarity.

It is worth pointing out that despite the word ”distance”
in the maximin distance algorithm, the higher the result
achieved the better. That is because the graph edges actually
represent the users local similarities. That way, two users can
become globally more similar because they can be connected
through some locally more similar neighbors [4].

In order to compute all maximin distance pairs, the
Floyd-Warshall algorithm can be adopted with an algorithm
complexity of O(N3) [22]. In practice, an efficient algorithm
based on message passing can query the global similarity of
a specific user and the rest with a time complexity of O(N2)
[23].

The rating prediction of a given item for the target-user
was then expressed as a linear combination of the predictions
obtained by individually adopting the local and the global
neighborhood:

predR = (1− α) ∗ predRL + α ∗ predRG (6)

where predRL is the prediction obtained with the target-
user local neighborhood (i.e., the set of neighbors identified
according to the local similarities), predRG is the analogous
prediction using the global neighborhood (i.e., the set of

neighbors identified using only the global similarities) and
α is a significance weight to balance local and global
predictions.

In [4], the authors demonstrated that for sparse databases,
the linear combination in favor of global similarities achieves
better results (i.e., greater values of α), while the opposite
is true for dense databases. Fixing the significance weight
at 0.5, Luo [4] observed the superiority of their technique
compared to different prediction algorithms proposed in the
literature, such as user-based collaborative filtering using
PCC (UPCC), item-based collaborative filtering using PCC
(IPCC), Effective Missing Data Prediction (EMDP) and
Similarity Fusion Algorithm (SF).

Anand [5] extended Luo’s work [4] by proposing the use
of sparsity measures to automatically define the significance
weight α. The idea behind their work was to measure the
sparsity level of the input databases and use this information
to favor the local or the global similarities properly. More
specifically, the higher is the level of sparsity, the greater
were the suggested values of α. Five different sparsity
measures were introduced, taking into consideration not only
the database as a whole, but also the target-user and item,
aiming to capture and benefit from the various sparsity
aspects of the database. The authors [5] also proposed a
framework to combine all these sparsity measures by using
genetic algorithms, which they called as Unified Measure
of Sparsity (UMS). Their experiments showed that the
individual use of any of the proposed sparsity measures
improved the system accuracy when compared to Luo’s [4]
fixed-α scheme, and also that the UMS obtained the best
results from all techniques investigated.

III. PROPOSED RECOMMENDER SYSTEM FRAMEWORK

Although Luo [4] and Anand [5] achieved outstanding
results using global similarity, we identified a good oppor-
tunity of improvement in the proposed framework regarding
the application of the maximin distance algorithm. The
algorithm is capable of indirectly associating local neighbors
in order to deal with the data sparsity problem, however, as
a side-effect not yet reported, a very high percentage of the
global neighbors have the same similarity value.

Figure 1 illustrates this situation, where there are not
any similarity coincidence in the target-user using local
similarity, but after measuring the global similarities with
the maximin distance algorithm, three users (number 2, 4
and 5) are considered equally similar to the target-user. This
happens mainly because the maximin distance algorithm
can only reproduce an existing local similarity value, and
because it just uses the best paths that connect the users,
which tend to vary little.

This consequence is bad in the sense that, depending
on the neighborhood size, possible best neighbors could
end up out of the target-user global neighborhood, losing
place to others considered equally similar by the maximin
distance algorithm, but who may happen to be worse for the
recommendation process.

As stated before, in [4] [5] did not discuss such issue
deeply and no criterion for decision-making in such cases
was suggested, even though the neighborhood formation is
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Fig. 1. Local and Global Similarities with the maximin distance algorithm.

one of the most important steps of collaborative filtering
recommender systems. Therefore, it is extremely important
to have criteria for tie-breaking the global users who will
form the target-user neighborhood.

This work proposes a set of rules for that matter. Given
a target-user, when facing neighbors’ similarity ties, we will
then opt for a certain neighbor among the others when:

1) His local similarity is higher than all others. Neigh-
bors without a local similarity with the target-
user are automatically deferred in favor of the
ones that do. The motivation of this rule is that
local similarities (when available) represent direct
information of two users and then are more reliable
than indirect and inferred associations;

2) In the case of a draw at the local similarity compar-
ison, we choose the one with the highest number
of co-ratings with the target-user. If there is still
a draw, then we pick the one that has the higher
Jaccard Coefficient [24] with the target-user, that
is, the result of the intersection of their ratings
divided by their union. The explanation for this
rule is simple: explicit ratings might not always
reflect the real user preferences, since people do
not know themselves very well and happen to
give different ratings for different items motivated
by unclear reasons, or even evaluate the same
item differently at distinct moments. The voluntary
choice of consuming an item, on the other hand,
reflects a true implicit preference;

3) In the scenario where neighbors don’t have local
similarities with the target-user, or where the other
rules could not favor one single neighbor, we will
compare what would be the next maximin distance,
namely, the next highest minhop. This step is
repeated until a single neighbor becomes chosen.

Revisiting Figure 1, if one has to choose between the
neighbors 2, 4 and 5, the result of applying these criteria
would be the tie-break in favor of the user number 2. That
is because the user 5 does not have a local similarity with the
target-user, and the user 2 presents a higher local similarity
in comparison to the number 4. It is important to clarify
that these criteria do not exclude any neighbor candidate, but
just help rank them for the neighborhood formation process.
Thus, in a scenario where there was room for only two of
these users, users number 2 and 4 would make it.

These comparative steps should be enough to prioritize
the best candidate to participate in the global neighbor-
hood set of the target-user. It is possible, though extremely
unlikely, that we still do not get to decide between the
neighbors by the end of these comparisons. For real-world
recommender systems, then, other interesting criteria can be
added to the proposed ones, like opting for the neighbor that
most actively participates in the system, the oldest user, or
the one that has more connections to other users.

IV. EXPERIMENTS

In order to verify the presence of global neighbors
with same similarity value and the improvement in the
accuracy of the recommender system framework achieved
by the application of the proposed tie-breaking criteria,
several experiments were conducted on the vastly popular
MovieLens [25] and Jester [26] databases.

A. Database

The databases chosen for the experiments were the same
ones adopted in Anand’s work [5]: MovieLens, a movie
recommendation dataset, and Jester, a dataset composed of
judgments of jokes. These databases are good choices for
our purpose, not only because they have been adopted in
many previous works, but also because they differ a lot from
each other. This is convenient to the analysis of the proposed
techniques under diverse data environments.

The MovieLens dataset comprises 100.000 item ratings
provided by 943 users over 1682 different movies. Each
user evaluated at least 20 items, with ratings ranging in the
discrete interval [1,5]. In turn, Jester consists of 4.1 million
ratings by 73.421 users concerning 100 jokes. The ratings
are continuous and lie in the range -10 to 10. In terms of
data sparsity, the two databases differ a lot from each other,
since the overall sparsity of MovieLens is high whereas the
Jester dataset is very dense.

B. Experimental Setup

In the experiments, both datasets received the same
treatment as in Anand [5]: 300 users from each dataset
were randomly chosen and then divided into a training
group consisting of 200 users, and a test group with the
remaining 100. For each user on the test group, the Given-
X protocol [4] was applied for X equal to 5, 10 and 20.
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In other words, their number of available evaluations were
randomly reduced to 5, 10 and 20, thus originating 6 dif-
ferent configurations: ML300G5, ML300G10, ML300G20,
Jester300G5, Jester300G10 and Jester300G20. The removed
items were then kept as test items, that is, items whose
ratings were not available to the recommender system and
should be predicted. Finally, the ratings of the Jester dataset
were discretized by rounding the rating value to the nearest
integer.

The recommender system framework was the one pro-
posed at Anand [5], using both local and global similarities
and weighting their significance with the UMS achieved with
genetic algorithms. The local similarity metric was always
the SVSS presented at Luo [4]. The γ threshold parameter
that penalizes the similarities based on a small number of
co-rated items was set to 30, and the k corresponding to the
number of nearest neighbors used for prediction was also
kept at 30. We chose the same settings adopted in Anand [5],
for a better comparison of the results. The MAE and RMSE
[3] were used as evaluation measures for the quality of the
recommendations. Each experiment was repeated 30 times
and the average results were collected to perform parametric
hypothesis testing.

C. Experiment 1

Our first experiment aimed to analyse the ratio of sim-
ilarity ties in the target-user global neighborhood produced
by the maximin distance algorithm. Therefore, we counted
the number of target-user neighbor candidates available for
each prediction, that is, users that have a similarity with the
target-user, as well as how many similarity ties were present,
for both the local and the global neighborhoods. The ratio
of similarity ties was then the quotient of the latter by the
former. The results can be seen at the Tables I, II, III and
IV.

TABLE I. NUMBER OF NEIGHBORS AND SIMILARITY TIES OF THE
LOCAL NEIGHBORHOOD ON MOVIELENS

ML300G5 ML300G10 ML300G20

Number of neighbors Mean (std) Mean (std) Mean (std)
26.48 (2.40) 31.61 (1.66) 35.10 (2.36)

Similarities tied Mean (std) Mean (std) Mean (std)
13.08 (0.85) 7.35 (0.45) 4.22 (0.22)

Ratio of ties Mean Mean Mean
0.49 0.23 0.12

TABLE II. NUMBER OF NEIGHBORS AND SIMILARITY TIES OF THE
GLOBAL NEIGHBORHOOD ON MOVIELENS

ML300G5 ML300G10 ML300G20

Number of neighbors Mean (std) Mean (std) Mean (std)
36.21 (2.44) 37.21 (1.66) 38.35 (2.31)

Similarities tied Mean (std) Mean (std) Mean (std)
35.35 (2.44) 35.72 (1.64) 35.50 (2.24)

Ratio of ties Mean Mean Mean
0.97 0.96 0.92

When we compare the number of neighbors with sim-
ilarities tied to the total number of neighbors available for
the predictions in both local and global neighborhood sets,

TABLE III. NUMBER OF NEIGHBORS AND SIMILARITY TIES OF THE
LOCAL NEIGHBORHOOD ON JESTER

Jester300G5 Jester300G10 Jester300G20

Number of neighbors Mean (std) Mean (std) Mean (std)
131.56 (4.36) 138.46 (4.91) 151.65 (5.21)

Similarities tied Mean (std) Mean (std) Mean (std)
11.48 (1.14) 7.62 (0.53) 1.21 (0.29)

Ratio of ties Mean Mean Mean
0.08 0.05 0.01

TABLE IV. NUMBER OF NEIGHBORS AND SIMILARITY TIES OF THE
GLOBAL NEIGHBORHOOD ON JESTER

Jester300G5 Jester300G10 Jester300G20

Number of neighbors Mean (std) Mean (std) Mean (std)
139.44 (3.97) 142.45 (4.74) 151.79 (5.21)

Similarities tied Mean (std) Mean (std) Mean (std)
119.67 (3.34) 104.41 (3.27) 83.95 (3.89)

Ratio of ties Mean Mean Mean
0.86 0.73 0.55

we notice that the application of the maximin distance algo-
rithm resulted in too many global neighbors with coincident
similarities. Actually, sometimes the number of ties almost
reached the whole neighborhood set. Thus, it is clear that
the recommendation system can benefit a lot from criteria
for tie-breaking decisions on the global neighborhood.

D. Experiment 2

Our next experiment has the purpose of evaluation if the
proposed criteria for deciding among equally similar global
neighbors positively impact the accuracy of the system. We
then evaluated and compared Anands framework [4] with
and without the tie-breaking criteria application. The results
are presented in the Tables V, VI, VII and VIII.

TABLE V. EVALUATION OF THE SYSTEM (MAE) WITH AND
WITHOUT THE CRITERIA ON MOVIELENS

ML300G5 ML300G10 ML300G20
Framework MAE MAE MAE

Without criteria 0.8771 0.8182 0.7503
With criteria 0.8362 0.7901 0.7312

TABLE VI. EVALUATION OF THE SYSTEM (RMSE) WITH AND
WITHOUT THE CRITERIA ON MOVIELENS

ML300G5 ML300G10 ML300G20
Framework RMSE RMSE RMSE

Without criteria 1.1644 1.0995 1.001
With criteria 1.1201 1.0661 0.978

TABLE VII. EVALUATION OF THE SYSTEM (MAE) WITH AND
WITHOUT THE CRITERIA ON JESTER

Jester300G5 Jester300G10 Jester300G20
Framework MAE MAE MAE

Without criteria 3.7989 3.5819 3.1511
With criteria 3.7916 3.5800 3.1532

As shown, the criteria application significantly improved
the accuracy of the recommender system, although it did not
make much difference for the Jester dataset. We can also
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TABLE VIII. EVALUATION OF THE SYSTEM (RMSE) WITH AND
WITHOUT THE CRITERIA ON JESTER

Jester300G5 Jester300G10 Jester300G20
Framework RMSE RMSE RMSE

Without criteria 4.6473 4.3773 3.8057
With criteria 4.6413 4.3778 3.8089

notice that the sparser is the data, the better the accuracy
enhancement, and this is probably the reason why it didnt
impact the system for the Jester dataset that much.

In order to prove that the application of the proposed
criteria for similarity tie-breaking decision indeed yields
better results, we applied a parallel hypothesis test on the
evaluation of the system with a significance level of 0.05.
The null and alternative hypotheses were as follow:

• H0: mean of the error without criteria - mean of the
error with criteria ≤ 0;

• H1: mean of the error without criteria - mean of the
error with criteria > 0.

As we intend to reject the null hypothesis in favor of the
alternative one, it asks for a right unilateral test. As dictates
the z-Table [27] then, values bigger than 1.64 will serve our
purpose. The test results are summarized in Table IX.

TABLE IX. HYPHOTESIS TEST FOR THE EVALUATION OF THE
SYSTEM USING THE SIMILARITY TIE-BREAKING CRITERIA

Dataset z-value
MAE RMSE

ML300G5 16.20 14.38
ML300G10 13.89 15.33
ML300G20 7.21 8.05
Jester300G5 2.95 2.37

Jester300G10 0.97 -0.25
Jester300G20 -1.25 -1.99

Except for Jester300G10 and Jester300G20, all results
provided strong evidences to reject our null hypothesis.
Therefore, it is safe to say that in most cases the system
performs better when our similarity tie-breaking criteria are
applied.

V. CONCLUSION

In the present work we discussed how using the maximin
distance algorithm for the global similarities measurement
can generate a lot of coincident values and the problems
that may arise. As a solution, we introduced a set of rules
to prioritize the best neighbors laying in this situation. Our
experiment results proved: (1) a big percentage of the global
neighborhood end up with the same similarity value; (2)
the accuracy of the recommender system based on both
local and global similarities indeed improved by applying
the similarity tie-breaking criteria, in most cases.

In the future, we plan to investigate other local-global
prediction weighting measures than the ones existing in the
literature.
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