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Abstract— The use of neural networks for time series pre-
diction has been an important focus of recent research. Multi-
objective optimization techniques have been used for training
neural networks for time series prediction. Cooperative coevolu-
tion is an evolutionary computation method that decomposes the
problem into subcomponents and has shown promising results
for training neural networks. This paper presents a multi-
objective cooperative coevolutionary method for training neural
networks where the training data set is processed to obtain the
different objectives for multi-objective evolutionary training of
the neural network. We use different time lags as multi-objective
criterion. The trained multi-objective neural network can give
prediction of the original time series for preprocessed data
sets distinguished by their time lags. The proposed method is
able to outperform the conventional cooperative coevolutionary
methods for training neural networks and also other methods
from the literature on benchmark problems.

I. INTRODUCTION

A multi-objective optimization problem is one in which
there are multiple objectives, each of which have different
optimal solutions [1]. These objectives are usually in conflict
with one another, if there are sufficient differences between
the optimal solutions for each of the objective function [1].
Time-series prediction involves the use of past and present
time series data to make future predictions [2], [3]. Time
series prediction has been applied in many different areas
that range from weather [4] to financial prediction [5].

In the past, time series prediction research has explored
the importance for the time lag where a simple, deterministic
method was proposed for the selection of optimal time lags
for non-uniform embedding [6]. The proposed method was
able to handle optimization problems in a multi-parameter
space of arguments while improving time series prediction.
Quantum-inspired hybrid methods have also been explored in
order to determine the best possible time-lag to represent the
original time series, with good results on financial prediction
[7]. A hybrid model that combined neural networks with
a modified genetic algorithm was proposed to perform an
evolutionary search for the minimum necessary time-lags for
determining the phase space that generates the time series
[8]. A morphological rank linear time-lag added evolutionary
forecasting method was also proposed that carries out an
evolutionary search for the lowest number of relevant time
lags necessary to efficiently represent the patterns and char-
acteristics of a complex time series [9]. A meta-evolutionary
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algorithm simultaneously evolved both the neural networks
and the set of lags needed to predict the time series [10]. The
approach showed good results on a number of time series
problems in which it was able to reconstruct the data set
very efficiently and accurately.

Multi-objective time series prediction using computational
intelligence methods have been used to improve the predic-
tion accuracy in the past [11]. Multi-objective evolutionary
algorithms have been used to optimize radial-basis networks
for time series prediction which incorporated heuristics that
were able to detect and remove networks which did not
contribute much to the net output while preserving those
that produced good results [12]. The use of multi-objective
evolutionary neural networks for time series prediction em-
ployed training and validation accuracy as the two different
objectives [11]. Multiple error measures have also been used
as the different objectives in training evolutionary neural
networks with multi-objective optimization [13].

Cooperative Coevolution is a biologically inspired evo-
lutionary computation method that divides a large problem
into smaller subcomponents [14]. Cooperative coevolution
has been applied to several areas which include training [15]
neural networks in solving a wide range of problems that in-
clude pattern classification and control problems [16]. Multi-
objective cooperative coevolution has also been explored
recently. Iorio and Li developed Non-dominated Sorting
Cooperative Coevolutionary Genetic Algorithm (NSCCGA)
which was able to outperform NSGA-II [17] on some of
the important bench mark functions. The authors of [18]
explored multi-objective cooperative coevolution using a
special niching mechanism and an extending operator to
maintain diversity. Their method showed good results in
finding more distributed non-dominated solutions. Multi-
objective cooperative coevolution has also been used for large
scale optimization [19].

A way to improve time series prediction is to explore
the different features of the time series data and to choose
optimal values for the associated variables that are used for
pre-processing. Taken’s theorem is used for reconstructing
the original time series into a phase space that is used by
prediction models for training [20]. The time lag defines the
interval at which the data points are picked and the embed-
ding dimension specifies the size of the sliding window that
is used to capture points to make a reconstructed phase space
[2]. The appropriate time lag and embedding dimension is
important as the data set has to be reconstructed in such a
way that it retains the main features of the time series while
minimizing the level of noise from the original data set. The
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time lags are uniform across the entire data set.
This paper employs multi-objective cooperative coevolu-

tion to train a feed-forward network for a time series problem
using Neuron Level problem decomposition method. We test
the proposed method with three benchmark time series data
sets which include the Lorenz, Mackey Glass and Sunspot
time series problems. We also apply the proposed method
to the ACI Worldwide financial time series. The aim is
to see if multi-objective optimization using data sets with
different time lag can help improve time series prediction.
It will also be important to test whether having multiple
optimal solutions has any significant contribution towards
improving generalization performance. Moreover, it would
be interesting to see whether cooperative coevolution and
the selected decomposition method are able adapt well to
a multi-objective environment when dealing with neural
network training.

The rest of the paper is as follows. Details on the proposed
method is discussed in Section 2. Section 3 presents the
results and analysis of the experiment. Section 4 concludes
the paper with a discussion on future research.

II. MULTI-OBJECTIVE COOPERATIVE
COEVEOLUTIONARY NEURAL NETWORK FOR TIME

SERIES PREDICTION

Alg. 1 Multi-Objective Cooperative Neuro-Evolution
Step 1: Decompose the problem into k subcomponents using Neuron
level decomposition
Step 2: Initialize and cooperatively evaluate each sub-population for
each objective
Step 3: Rank and Identify Non-Dominated Individuals
for each cycle until termination do

for each Sub-population do
for n Generations do

i) Select and create new offspring using Parent-Centric
Crossover
ii) Cooperatively evaluate the new offspring for each objective
iii) Update sub-population with the best individuals
iv) Rank the sub-population and identify non-dominated indi-
viduals
v) Assign Pareto Front

end for
end for

end for

A. The Different Set of Objectives

A multi-objective problem gives rise to a set of optimal
solutions (known as pareto-optimal) [17]. The solutions
within the pareto-optimal front are known as non-dominated
solutions as no solution can claim to be better than any other
with respect to all the objective functions [21]. They can
also be called non-inferior, admissible or efficient solutions
[22]. Any single objective component of a non-dominated
solution within the pareto-optimal set can only be improved
by degrading at least one of its other objective components
[22].

Features of time series data can be used as different
objectives in an attempt to improve the prediction accuracy.

We use Taken’s embedding theorem [20] to reconstruct
the data before it is used for prediction. Taken’s theorem
expresses that the vector series reproduces many important
characteristics of the original time series [20]. The theorem
allows for chaotic time series data to be reconstructed into a
d-dimensional vector with the two conditions of time lag
and embedding dimension [20]. The value of embedding
dimension and time lag must be carefully chosen in order for
the vector to be able to reproduce important characteristics
of the original data set [23].

We used time lag values as the different objectives in this
paper. Different time lag values reproduce the original data
set in different ways which in effect means dealing with two
different data sets. Training with different time lag values
can also allow the neural network to generalize better and
explore different aspects and patterns within the time series.
Noise within the data set is also a major issue and the time
lag determines how much of noise to be present.

B. Multi-Objective Cooperative Coevolution for Feed-
Forward Networks

Cooperative coevolution divides a large problem into sub-
components. Each sub-component is represented by different
sub-populations. One of the main reasons for using coopera-
tive coevolution is because it promises more diverse solutions
in comparison to other single-population based evolutionary
algorithms [15]. Problem decomposition is a major issue
in cooperative coevolution as it is important to group in-
teracting variables together to minimize interaction amongst
subcomponents [24]. The two major problem decomposition
methods are those on the synapse level [16] and neuron level
[24]. Different problem decomposition methods have shown
strengths and weaknesses in different types of problems and
neural network architectures.

We propose a multi-objective cooperative coevolutionary
method for training neural networks. With multi-objective
cooperative coevolution, each neural network is trained on
two objectives. Solutions which are able to perform well
on both objectives are carried forward and preserved. In
conventional cooperative coevolution, the best individuals are
used to represent each sub-population while in our method,
the non-dominated individuals are used as representatives for
each sub-population. Individuals within the sub-populations
are also ranked according to their performance on the mul-
tiple objectives.

In Algorithm 1, the feed forward network is decomposed
using the Neuron level problem decomposition into k sub-
components. In Neuron level decomposition, k is equal to
the total number of all the hidden and output neurons [25].
The subcomponents are implemented as sub-populations.
Evaluation of the fitness of each individual for a particular
sub-population is done cooperatively with non-dominated
individuals from the other sub-populations [14].

Cooperative evaluation for an individual j, in a particular
sub-population i, is done by concatenating it with ran-
dom non-dominated individuals from the rest of the sub-
populations. The individual is then evaluated for each given
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Fig. 1. Multi-objective framework for training neural networks using cooperative coevolution

objective which are represented by the different time lags
as shown in Fig. 1. Once all individuals within a sub-
population have been evaluated, the entire sub-population
is ranked and the non-dominated individuals are identified
(similar to NSGA-II [17]). During the first iteration when
the non-dominated individuals are not known, an individual
is evaluated by selecting random individuals from the other
sub-populations. A cycle is completed when all the sub-
populations are evolved. Once all sub-populations have been
evolved, they are re-ranked so that the new individuals added
to the population are taken into consideration. The fitness
evaluation is further explained in Fig. 1.

C. Identifying Non-Dominated Solutions

We are employing cooperative coevolution to train neural
networks where each individual within the sub-populations
represents a portion of the overall neural network. When
evaluating the fitness of an individual, it is concatenated
with other individuals from the rest of the sub-populations
to form a complete solution. The fitness for the overall
network on the different objectives is then assigned back to
the individual whose fitness is being evaluated, even though
it is just a subset of the overall solution. This is known
as fitness assignment [14]. In a minimization problem, an
individual x is considered non-dominated in comparison to
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another individual y when no fitness value of y is less than
x and at least one fitness value of y is greater than x [26].

After each iteration, the individuals within the sub-
population are compared and ranked with respect to each
others’ fitness values in order to identify the non-dominated
solutions. The rank of an individual is equal to the number
of individuals within the population which dominate that
particular individual. If an individual is non-dominated then
the rank will be 0. Based on this rank, the individuals
are assigned to the different set of pareto fronts. The non-
dominated individuals belong to the first pareto front. The
main idea is to maintain the individuals within the non-
dominated front and reduce the number of dominated indi-
viduals within the sub-population. Subsequently, individuals
with a rank of 1 are assigned to the second pareto front and
so on until the sub-population is fully classified. The overall
search is directed towards the non-dominated region as the
best individuals are used for evolution.

D. Evolving the Sub-populations

All the sub-populations are evolved for a fixed number
of generations. The generalized generation gap model with
parent-centric crossover operator (G3-PCX) evolutionary al-
gorithm [27] is the designated evolutionary algorithm in
the sub-populations. G3-PCX has been used because it has
shown good results in our previous research [28].

The parent-centric crossover operator is used to generate
new offsprings. In order to generate a new offspring, n
parents are chosen. One of them is randomly chosen from
the non-dominated front and the others are randomly chosen
from the entire population. The algorithm checks to ensure
that we do not have two same parents at any particular point.
When a new offspring is generated, it is compared with the
parents in terms of fitness on all the given objectives. At this
stage, the non-dominated solutions from the pool of parents
and offsprings are identified which will eventually replace
the original parents in the main sub-population.

The x best individuals are picked and replaced into the
main population where x is equal to the number of parents
which participated in the evolution process. While identify-
ing multiple non-dominated solutions is essential, the main
goal of multi-objective time series prediction is to improve
generalization [11].

E. Selecting the Final Solution

The multi-objective algorithm produces multiple non-
dominated solutions and therefore, the selection of the final
solution is a major issue. It must also be considered that
not all solutions that are pareto-optimal for the training set
will be pareto optimal for the testing set [13]. Based on
experimental trials, the final solution is a random combi-
nation of non-dominated individuals from the pareto front.
A non-dominated individual at random is picked from the
different sub-populations to form the final solution, similar
to NSCCGA [29] where the representative for each sub-
population is randomly chosen from the non-dominated front.
We note that no solution in the non-dominated region is better

with respect to another and for this reason a random selection
from the non-dominated front was the best option.

III. EXPERIMENTS AND RESULTS

This section presents experimental results on three bench-
mark time series data sets and a financial time series data set
using the proposed method. The performance is evaluated
by using different number of hidden neurons that reflect
the scalability of the proposed evolutionary method. The
results are compared with conventional cooperative coevo-
lution (non-multi-objective) that employs T=2 and T=3. The
experimental setup and the results with 95% confidence are
given in the following sub-sections.

TABLE VI
COMPARISON OF THE BEST (MINIMUM) RESULTS GIVEN IN INDIVIDUAL

RUNS.

Dataset SO (T=2) MO (T=2) SO (T=3) MO (T=3)
Mackey Glass 3.78E-03 3.84E-03 4.04E-03 3.77E-03
Lorenz 2.21E-03 2.19E-03 3.38E-03 2.18E-03
Sunspot 1.69E-02 1.84E-02 1.66E-02 1.81E-02
ACI Worldwide 1.92E-02 1.94E-02 1.55E-02 1.47E-02

A. Experimental Setup

The results for the proposed multi-objective cooperative
coevolutionary method is compared with the single-objective
cooperative coevolutionary method in order to determine if
the results are improved. Root mean squared error (RMSE)
and normalized mean squared error (NMSE) are used to
evaluate the performance. The depth of search is kept at 1
as this number has achieved good results in our past work
[28]. This indicates that all the sub-populations in cooperative
coevolution are evolved in a round-robin fashion for a single
generation.

The maximum number of function evaluations was set at
50 000 which was used as a termination condition for both
the single-objective and multi-objective algorithm. Popula-
tion size for both methods is kept at 300 individuals which
gave good results in our trial experiments. Neuron level
problem decomposition method was used for dividing the
problem into subcomponents.

The G3-PCX evolutionary algorithm is used to evolve all
the sup-populations. The G3-PCX genetic algorithm uses the
generation gap model [27] for selection. We use a pool size
of 2 parents and 2 offsprings for the single-objective method
and a pool size of 4 parents and 4 offsprings for the multi-
objective method. The multi-objective method needs as many
non-dominated solutions as possible and a bigger pool size
will accommodate more non-dominated solutions.

Each individual within the multi-objective population
maintains multiple fitness values for the different objectives.
The two objectives for this experiment are the different time
lag (T) values (T=2 & T=3). In the single-objective method,
separate experiments are done for T=2 & T=3.

We used four time series problems to evaluate the perfor-
mance. This included three benchmark data sets (Mackey
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TABLE I
THE TRAINING AND GENERALIZATION PERFORMANCE OF THE PROPOSED APPROACH ON THE MACKEY GLASS TIME SERIES

Prob. H Training(T=2) Training(T=3) Generalization (T=2) Generalization (T=3)
MO-CCFNN 3 9.67E-03 ± 1.08E-03 9.70E-03 ± 1.08E-03 9.66E-03 ± 1.08E-03 9.65E-03 ± 1.08E-03
(RMSE) 5 8.54E-03 ± 7.73E-04 8.59E-03 ± 7.73E-04 8.50E-03 ± 7.73E-04 8.47E-03 ± 7.72E-04

7 7.81E-03 ± 5.99E-04 7.86E-03 ± 6.03E-04 7.76E-03 ± 5.99E-04 7.73E-03 ± 6.02E-04
9 8.76E-03 ± 7.27E-04 8.80E-03 ± 7.30E-04 8.72E-03 ± 7.27E-04 8.68E-03 ± 7.29E-04

MO-CCFNN 3 2.05E-04 ± 5.78E-05 2.07E-04 ± 5.75E-05 2.05E-04 ± 5.81E-05 2.06E-04 ± 5.79E-05
(NMSE) 5 1.52E-04 ± 2.81E-05 1.54E-04 ± 2.78E-05 1.51E-04 ± 2.84E-05 1.51E-04 ± 2.84E-05

7 1.24E-04 ± 1.98E-05 1.26E-04 ± 1.98E-05 1.23E-04 ± 2.00E-05 1.22E-04 ± 2.01E-05
9 1.58E-04 ± 2.87E-05 1.59E-04 ± 2.84E-05 1.57E-04 ± 2.89E-05 1.56E-04 ± 2.89E-05

TABLE II
THE TRAINING AND GENERALIZATION PERFORMANCE OF THE PROPOSED APPROACH ON THE LORENZ TIME SERIES

Prob. H Training(T=2) Training(T=3) Generalization (T=2) Generalization (T=3)
MO-CCFNN 3 1.69E-02 ± 2.71E-03 1.70E-02 ± 2.69E-03 1.73E-02 ± 2.88E-03 1.73E-02 ± 2.88E-03
(RMSE) 5 2.49E-03 ± 7.19E-03 2.54E-02 ± 7.08E-03 2.64E-02 ± 7.18E-03 2.61E-02 ± 7.09E-03

7 4.30E-03 ± 9.96E-03 4.41E-02 ± 9.53E-03 4.61E-02 ± 9.93E-03 4.47E-02 ± 9.53E-03
9 4.05E-02 ± 8.85E-03 4.14E-02 ± 8.58E-03 4.45E-02 ± 8.78E-03 4.29E-02 ± 8.57E-03

MO-CCFNN 3 1.92E-03 ± 5.37E-04 1.92E-03 ± 5.31E-04 2.11E-03 ± 6.08E-04 2.12E-03 ± 6.10E-04
(NMSE) 5 6.18E-03 ± 3.19E-03 6.45E-03 ± 3.36E-03 7.19E-03 ± 3.73E-03 7.08E-03 ± 3.62E-03

7 1.55E-02 ± 5.29E-03 1.63E-02 ± 5.69E-03 1.79E-02 ± 5.99E-03 1.67E-02 ± 5.70E-03
9 1.29E-02 ± 4.59E-03 1.34E-02 ± 4.59E-03 1.57E-02 ± 5.21E-03 1.48E-02 ± 5.13E-03

TABLE III
THE TRAINING AND GENERALIZATION PERFORMANCE OF THE PROPOSED APPROACH ON THE SUNSPOT TIME SERIES

Prob. H Training(T=2) Training(T=3) Generalization (T=2) Generalization (T=3)
MO-CCFNN 3 2.45E-02 ± 1.32E-02 2.42E-02 ± 1.31E-02 5.95E-02 ± 9.01E-03 5.90E-02 ± 8.92E-03
(RMSE) 5 2.72E-02 ± 1.26E-02 2.69E-02 ± 1.29E-02 5.93E-02 ± 9.02E-03 5.95E-02 ± 9.22E-03

7 2.90E-02 ± 1.52E-02 2.85E-02 ± 1.50E-02 7.38E-02 ± 8.86E-03 7.26E-02 ± 8.72E-03
9 3.67E-02 ± 1.53E-02 3.59E-02 ± 1.56E-02 8.34E-02 ± 8.28E-03 8.34E-02 ± 8.39E-03

MO-CCFNN 3 2.07E-03 ± 7.87E-04 2.04E-03 ± 7.62E-04 1.39E-02 ± 4.26E-03 1.37E-02 ± 4.19E-03
(NMSE) 5 2.91E-03 ± 2.02E-03 2.95E-03 ± 2.14E-03 1.38E-02 ± 4.26E-03 1.41E-02 ± 4.51E-03

7 2.53E-03 ± 5.89E-04 2.44E-03 ± 5.60E-04 1.96E-02 ± 4.20E-03 1.90E-02 ± 4.11E-03
9 4.44E-03 ± 2.14E-03 4.32E-03 ± 2.18E-03 2.37E-02 ± 4.46E-03 2.39E-02 ± 4.52E-03

TABLE IV
THE TRAINING AND GENERALIZATION PERFORMANCE OF THE PROPOSED APPROACH ON THE ACI WORLDWIDE TIME SERIES

Prob. H Training(T=2) Training(T=3) Generalization (T=2) Generalization (T=3)
MO-CCFNN 3 2.21E-02 ± 5.14E-04 2.29E-02 ± 1.45E-03 2.21E-02 ± 5.14E-04 1.86E-02 ± 8.26E-04
(RMSE) 5 2.14E-02 ± 4.94E-04 2.23E-02 ± 1.50E-03 2.14E-02 ± 4.94E-04 1.74E-02 ± 6.53E-04

7 2.16E-02 ± 5.60E-04 2.24E-02 ± 1.46E-03 2.17E-02 ± 5.61E-04 1.80E-02 ± 8.09E-04
9 2.13E-02 ± 3.71E-04 2.22E-02 ± 1.47E-03 2.11E-02 ± 3.67E-04 1.72E-02 ± 5.25E-04

MO-CCFNN 3 9.93E-04 ± 5.07E-05 1.07E-03 ± 6.39E-05 2.69E-03 ± 1.33E-04 1.95E-03 ± 1.90E-04
(NMSE) 5 9.29E-04 ± 3.26E-05 1.01E-03 ± 2.34E-05 2.53E-03 ± 1.22E-04 1.70E-03 ± 1.37E-04

7 9.47E-04 ± 3.54E-05 1.02E-03 ± 3.10E-05 2.59E-03 ± 1.45E-04 1.84E-03 ± 1.90E-04
9 9.15E-04 ± 2.96E-05 9.97E-04 ± 2.61E-05 2.44E-03 ± 8.96E-05 1.65E-03 ± 1.06E-04

Glass, Sunspot & Lorenz) and a financial data set (ACI
Worldwide Inc.) from the NASDAQ stock exchange. This
included two simulated time series problems (Mackey Glass
& Lorenz) and two real world time series problems(Sunspot
& ACI Worldwide Inc.) which contained noise. The same
experimental setup for data from our previous work was used

[28]. In the financial data set, the closing stock prices of
ACI Worlwide between the period of December 2006 and
February 2010 is used. A total of 1000 data points are used
for each of the benchmark data sets while 800 data points
were used for the financial data set. There was a 50-50 split
between the testing and training set as this will allow for
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TABLE V
SUMMARY OF THE BEST RESULTS FROM SINGLE OBJECTIVE CC-FNN (RMSE)

Dataset Mean (T=2) Best Mean (T=3) Best
Mackey 7.78E-03 ± 7.86E-04 3.78E-03 7.97E-03 ± 6.92E-04 4.04E-03
Lorenz 1.80E-02 ± 3.16E-03 2.21E-03 1.75E-02 ± 2.85E-03 3.38E-03
Sunspot 5.64E-02 ± 7.68E-03 1.69E-02 5.61E-02 ± 8.50E-03 1.66E-02
ACI Worldwide 2.07E-02 ± 2.59E-04 1.92E-02 1.90E-02 ± 6.27E-04 1.55E-02

proper training and good test for generalization.

B. Results

This section reports on the performance of the proposed
method for training a feedforward neural network on the
benchmark time series problem with Neuron level (NL) prob-
lem decomposition method. The results for 50 experimental
runs with 95% confidence interval are given in Tables I - VI
with the best results highlighted in bold.

In the Mackey Glass problem, the proposed multi-
objective method was able to give better generalization in
comparison to the conventional (single-objective) cooperative
coevolutionary method as shown in Table I and V. The
proposed method recorded the lowest mean error rate for
both T=2 and T=3. A greater improvement in terms of
mean error and overall best was noticed on the data set
which was reconstructed using a time lapse of 3. The mean
error (RMSE) decreased as the number of hidden neurons
increased. The difference between the training and testing
performance was also quite small, implying that there was
no sign of over-fitting. This can be because it is a simulated
time-series and does not contain noise.

In the Lorenz time series problem, the proposed method
outperformed the single-objective method as it recorded the
lowest mean error for both T=2 and T=3 (Table II and
V). In this problem, the multi-objective method gave better
generalization with a smaller number of hidden neurons and
as the number of hidden neurons increased, the overall per-
formance deteriorated. The proposed method also reported
improvement in the overall best for T=3. There was very
little sign of any form of over-fitting as the training and
test accuracy were very similar. This can be because it is
a simulated time-series and does not contain noise.

The previous problems were simulated time series prob-
lems. The real test for the proposed method was the Sunspot
and ACI Worldwide Inc. time series problems. These are real
world time series’ which contain noise that makes prediction
difficult. In the Sunspot time series problem, the proposed
approach did not show any improvement in comparison to
the single-objective method, as shown in Table III and V. The
method produced better results for smaller number of hidden
neurons and as the number of hidden neurons increased,
the results deteriorated. The proposed method was able to
identify a large number of non-dominated solutions for this
problem in comparison to the previous data sets. This means
that there was a large pool of solutions to choose from when
doing the final test prediction. A different combination of

individuals may have given better or worse results as our final
solution is a combination of random individuals from the
non-dominated front. The poor results can also be attributed
to over-fitting as the data contains noise.

The proposed approach gave a competitive performance
on the ACI Worldwide financial time series as shown in
Table IV and V. There was a big improvement noted on
the test data set for T=3 but no improvement noted for
the test data set reconstructed using T=2. It must be noted
that the performance improved as the number of hidden
neurons increased. The proposed method, as with the Sunspot
problem, was able to identify a very large number of non-
dominated solutions for this problem. This was the only
problem in which there was a big difference noted in terms of
accuracy for the different time lags. This may be due to the
noise within the data set and the different amounts inherited
by each time lag. Over-fitting was not an issue with this data
set.

The multi-objective method reported the overall lowest
error in 3 of the 4 problems as seen in table VI. The proposed
method also gave competitive performance in comparison to
the methods in the literature as shown in tables VII, VIII
and IX. It outperformed majority of the methods except for
hybrid NARX-Elman recurrent neural networks with residual
analysis (2010) [30] and Auto regressive moving average
with neural network (ARMA-ANN) (2008) [31]. This is
mainly because these two models used different methods for
data preprocessing.

C. Discussion

The goal of multi-objective time series prediction is to im-
prove the prediction accuracy. By training on different time
lags, the proposed multi-objective cooperative coevolutionary
method was able to out-perform conventional cooperative
coevolution in training feed-forward neural networks for time
series problems. The proposed approach gave good results on
majority of the benchmark data sets and also out-performed
majority of the methods in the literature.

The main advantage of using different time lag values
as the different objectives is that it allows the algorithm to
explore regions within the data set which may be missed or
ignored with a single time lag. It also allows the algorithm
to study the patterns within the data set in more depth. We
tested the method on two different test data sets (T=2 and
T=3) and found that it showed improvement in both, with
a greater improvement noted on T=3. Essentially, we had a
single neural network which was able to predict for different
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time lags with the same or better accuracy in comparison to
a single-objective method.

IV. CONCLUSION

In this paper, we proposed a multi-objective cooperative
coevolutionary method for training feed-forward neural net-
works for time series prediction. The method utilized the
time lag feature of state space reconstructed time series as
different objectives.

The proposed method gave a competitive performance
in comparison to the single objective approach for training
feedforward neural networks. It was also able to identify a
good number of non-dominated solutions for each of the
given problems which provides us with a wide range of
optimal solutions. The results show that the multi-objective
approach for training using different time-lags improves the
overall generalization performance.

In future research, we would like to apply our proposed
method to real world time series problems that include
climate change and key problems in health. It will also be
interesting to apply multi-objective cooperative coevolution
to recurrent neural networks.
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