
Integrating Supervised Subspace Criteria with
Restricted Boltzmann Machine for Feature Extraction

Guo-Sen Xie, Xu-Yao Zhang, Yan-Ming Zhang and Cheng-Lin Liu
National Laboratory of Pattern Recognition (NLPR)

Institute of Automation, Chinese Academy of Sciences
Beijing 100190, China

Email: {guosen.xie, xyz, ymzhang, liucl}@nlpr.ia.ac.cn

Abstract—Restricted Boltzmann Machine (RBM) is a widely
used building-block in deep neural networks. However, RBM is
an unsupervised model which can not exploit the rich supervised
information of data. Therefore, we consider combining the
descriptive (generative) ability of RBM with the discriminative
ability of supervised subspace models, i.e., Fisher linear discrim-
inant analysis (FDA), marginal Fisher analysis (MFA), and heat
kernel MFA (hkMFA). Specifically, the hidden layer of RBM is
regularized by the supervised subspace criteria, and the joint
learning model can then be efficiently optimized by gradient
descent and graph construction (used to define the scatter matrix
in the subspace models) on mini-batch data. Compared with the
traditional subspace models (FDA, MFA, hkMFA), the proposed
hybrid models are essentially nonlinear and can be optimized
by gradient descent instead of eigenvalue decomposition. More
importantly, traditional subspace models can only reduce the
dimensionality (because of linear transformation), while the
proposed models can also increase the dimensionality for better
class discrimination. Experiments on three databases demonstrate
that the proposed hybrid models outperform both RBM and their
counterpart subspace models (FDA, MFA, hkMFA) consistently.

I. INTRODUCTION

Restricted Boltzmann Machine (RBM) [1] [2] is a bipartite
undirected graphical model, and is also the building block
of many complex generative models such as Deep Belief
Networks (DBN), Deep Boltzmann Machine (DBM) and Auto-
Encoders [3] [4]. RBM related models have become very pop-
ular because of their success in various application domains,
such as dimensionality reduction, classification, information
retrieval and so on [3]–[6].

Recently, deep neural networks (DNN) pre-trained layer-
wisely have shown great success in various domains [3], [7],
[8]. As one kind of building block of DNN, RBM has drawn
much attention in the research community. One single layer
RBM is a generative model which can model the probability
density function of input samples [2]. Commonly, RBM con-
sists of input layer, hidden layer and the connections between
these two layers. There are neither connections within the input
units nor within the hidden units (Fig. 1). With this connection
relationship, RBM can be inferred efficiently by the gradient-
based Contrastive Divergence (CD) algorithm [2].
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Many variants of RBM have been developed since Hinton
et al. [2] [3] proposed the the pioneer work about CD algorithm
and layer-wise pre-training. Lee et al. [9] proposed to train a
RBM with sparse constraint of hidden output, which holds
promise for modeling higher-order features. To add discrimi-
nation to RBM, Nair et al. [10] presented a three-order RBM
model, which can model the top-level joint distribution in
which the class label multiplicatively interacts with both the
penultimate layer units and the output units to determine the
energy of a full configuration. The hybrid inferring algorithm
of three-order RBM consists of generative training followed by
discriminative updating. Larochelle et al. [11] viewed RBM as
a classifier (not only as feature extractor) through modeling the
joint distribution of the inputs and associated targets. Stuhlsatz
et al. [12] performed supervised pre-training by extending
the output of RBM with extra visual output targets. Then,
discriminant criterion evaluated in the hidden space can be
asymptotically maximized by minimizing the mean squared
error between outputs and according targets.

With the development of manifold learning, many graph
based subspace learning algorithms were proposed [13]–[16].
When deep learning encounters manifold learning, some meth-
ods combining them have been presented. Wong et al. [17]
proposed regularized deep Fisher mapping, which adds re-
construction (based on auto-encoder) and weight decay as
its regularization of parameters. Weston et al. [18] combined
an embedding-based regularizer with some (or all) layer-
s of a deep supervised learner to perform semi-supervised
learning. Salakhutdinov and Hinton [19] presented nonlinear
Neighborhood Components Analysis (NCA) with auto-encoder
regularizer to reconstruct the data from the coding. Yu et
al. [20] developed unsupervised embedding with auto-encoder
reconstruction, which can support incremental embedding be-
cause of the exact calculation of the embedding weights.

In order to obtain discriminative features, the method
of [10] is based on generative learning of RBM followed
by label induced discriminative learning. The learning method
of [11] is based on variant CD algorithm with the assumption
of joint distribution of label and data. Moreover, the training
method of [12] is based on minimum squared error (MSE).
None of the above methods incorporates supervised subspace
criteria on the hidden layer of RBM. Inspired by recently
proposed subspace learning algorithms, we consider imposing
discriminative subspace constraint during training process of
RBM so that the weights are updated simultaneously. Specif-
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Fig. 1. The diagram of RBM.

ically, we consider three discriminative subspace regularizing
methods: (a) Fisher Linear Discriminative Analysis (FDA)
based on pairwise definition of within-class and between-class
scatter matrices [21], (b) Marginal Fisher Analysis (MFA) [16],
and (c) heat kernel form of MFA (hkMFA). Joint training
algorithm of RBM with the supervised subspace (FDA, MFA,
hkMFA) regularization is then optimized efficiently by gradi-
ent descent based on mini-batch data. The gradient update of
the training process is composed of two parts: one is from
the CD algorithm, the other from the gradient increment of
subspace constraint w.r.t. the weights. Due to joint weight up-
dating of the two parts, the model can hold both discriminative
and descriptive abilities. In the learning process, the subspace
constraint is incorporated by the graph construction (associated
with scatter matrices in FDA, MFA, and hkMFA) based on the
batch data used to calculate gradients. Therefore, the training
process is as efficient as the traditional RBM model. From the
viewpoint of dimension reduction (DR), the proposed hybrid
models (FDA-RBM, MFA-RBM and hkMFA-RBM) can be
seen as nonlinear feature extractors with data reconstruction
constraint from CD algorithm. Hence, they can increase the
dimensionality to extract much more powerful features by
considering the generative and discriminative information. Our
experimental results show that the proposed hybrid models
can outperform both the non-regularized unsupervised RBM
and the baseline supervised subspace models (FDA, MFA,
hkMFA).

The rest of this paper is organized as follows: The prelimi-
naries about RBM and contrastive divergence are presented in
Section II. The proposed hybrid models are detailed in Section
III-V. Experimental results are presented in Section VI. Finally,
Section VII concludes the paper.

II. RBM AND CONTRASTIVE DIVERGENCE

RBM (Fig. 1) is a two-layer connecting network. Here, we
assume that both the input and hidden units of the RBM are
binary, denoted by x ∈ {0, 1}D and h ∈ {0, 1}F respectively.
The energy function of the RBM is:

E(x, h) = −
D∑
i=1

F∑
j=1

xiwijhj −
D∑
i=1

bixi −
F∑
j=1

cjhj , (1)

where the parameters θ = {W = [wij ]
D×F , b = [bi]

D, c =
[cj ]

F } are learned from data. wij represents the interaction
weight between input visible unit i and hidden unit j. bi and
cj are the biases of the visible and hidden units respectively.

The joint distribution of (x, h) is defined as:

P (x, h; θ) =
exp(−E(x, h; θ))

Z(θ)
, (2)

where Z(θ) =
∑
x

∑
h exp(−E(x, h; θ)). The probability

assigned by the distribution to a visible vector is:

P (x; θ) =

∑
h exp(−E(x, h; θ))

Z(θ)
. (3)

The conditional probability (on hidden and visible units)
are

p(hj = 1 | x) = σ(
D∑
i=1

wijxi + cj), (4)

p(xi = 1 | h) = σ(

F∑
j=1

wijhj + bi), (5)

where σ(x) = 1
1+exp(−x) . The generative training of RBM is

based on maximizing the log likelihood: L(θ) of the joint dis-
tribution of train data. Given the training data {x(t), y(t)}Nt=1.
L(θ) is written as: L(θ) =

∑N
t=1 logP (x

(t); θ). Taking partial
derivative of L(θ) w.r.t. θ, we can get:

∂L

∂θ
=

N∑
t=1

⟨∂(−E(x(t), h))

∂θ
⟩P (h|x(t)) − ⟨

∂(−E(x, h))

∂θ
⟩P (x,h),

(6)
where ⟨⟩P is the expectation w.r.t. the distribution P . Exact
computation of the expectation of the second term in (6) takes
exponential time, which makes the exact maximum likelihood
learning intractable for large data size.

In practice, we can get an approximation to the gradient
of a different function by contrastive divergence (CD) [2].
⟨·⟩P (x,h) is approximated by ⟨·⟩PT , where PT is a distribution
defined by running a Gibbs chain for T steps. Setting T =∞
recovers the maximum likelihood learning of the model.

Learning in the above model is often performed based
on mini-batch, wherein the summation of (6) are computed
for only a small subset of K training samples (in subsequent
experiments, we take mini-batch size as 100). Substitute θ with
wij , bi, cj , the gradient increments are specified as

∆wij =
1

K

K∑
t=1

p(hj = 1|x(t))x(t)i − p(hj = 1|x(t)−)x(t)−i ,

(7)

∆cj =
1

K

K∑
t=1

p(hj = 1|x(t))− p(hj = 1|x(t)−), (8)

∆bi =
1

K

K∑
t=1

x
(t)
i − x

(t)−
i , (9)

where K is the batch-size, x(t)− is sampled from p(x|h(t))
and h(t) is sampled from p(h|x(t)).
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III. FDA REGULARIZED RBM

In this Section, the supervised Fisher criteria (F-
DA) [22] [23] is incorporated as regularization on the hidden
layer of RBM to learn joint generative and discriminative
model. The RBM model is trained by the CD algorith-
m (Section II) which is carried out based on mini-batch
gradient descent. Given the batch data {x(t), y(t)}Kt=1, let
x(t) ∈ RD(t = 1, 2, · · · ,K) be D-dimensional samples and
y(t) ∈ {1, 2, · · · , C} be the class labels, where K is the
number of samples and C is the number of classes. Let Nc
be the number of samples in class c:

∑C
c=1Nc = K. Let

h(t) = 1

1+e−W⊤x(t)−c
∈ RF (t = 1, 2, · · · ,K) be the hidden

outputs of the RBM. The parameters: W ∈ RD×F and c ∈ RF
should be calculated based on not only the CD Algorithm but
also on the FDA like criteria on the hidden outputs of RBM.
The optimization objective can be formulated as follow:

max
θ
L = L1 − λ1L2

=

K∑
t=1

log

∑
h exp(−E(x(t), h; θ))

Z(θ)
− λ1

tr(S(w))

tr(S(b))
.

(10)

The hyper-parameter λ1 control the balance between the
generative objective of RBM L1 and discriminative objective
of FDA L2. The within-class scatter matrix S(w) and between-
class scatter matrix S(b) are defined according to the FDA
criterion [21] on the hidden layer of the RBM model:

S(w) =
1

2

K∑
i=1

K∑
j=1

A
(w)
i,j (h

(i) − h(j))(h(i) − h(j))⊤, (11)

S(b) =
1

2

K∑
i=1

K∑
j=1

A
(b)
i,j (h

(i) − h(j))(h(i) − h(j))⊤, (12)

where

A
(w)
i,j =

{
1
Nc
, if y(i) = y(j) = c

0, if y(i) ̸= y(j),
(13)

A
(b)
i,j =

{
1
K −

1
Nc
, if y(i) = y(j) = c

1
K , if y(i) ̸= y(j).

(14)

A
(w)
i,j and A(b)

i,j are the within-class and between-class adjacen-
cy matrix (AM) of the samples of one mini-batch data. Based
on [17], the second term L2 of (10) can be rewritten as:

L2 =
tr(S(w))

tr(S(b))
=

1
2

K∑
i=1

K∑
j=1

A
(w)
ij ∥ h(i) − h(j) ∥2

1
2

K∑
i=1

K∑
j=1

A
(b)
ij ∥ h(i) − h(j) ∥2

=
1⊤K(A(w) ⊙O)1K
1⊤K(A(b) ⊙O)1K

,

(15)

where O satisfies Oij =∥ h(i) − h(j) ∥2 and 1K ∈ RK
is a vector with all the elements equal to one. Therein
A(w) = [A

(w)
i,j ]

K×K , A(b) = [A
(b)
i,j ]

K×K . ⊙ indicates element-
wise products between matrices. Note here the FDA criteria
L2 is defined on the hidden layer h not original space x. In this

Algorithm 1 Gradient Calculation of FDA
Input:

Batch Data: Φ = {(x(t), y(t))|x(t) ∈ RD}
, t = 1, 2, · · · ,K

Output: △WL2 ,△cL2

1: Initialize △WL2 = 0,△cL2 = 0.
2: Substitute {h(t)|h(t) = 1

1+e(−W⊤x(t)−c) ∈ RF } , t =
1, 2, · · · ,K to equation (15).

3: Set H = [h(1), h(2), · · · , h(K)] ∈ RF×K .
4: for t = 1→ K do
5:

∂tr(S(w))
∂h(t) = (h(t)1⊤K −H)(A(w) +A(w)⊤)(:,t)

6:
∂tr(S(b))
∂h(t) = (h(t)1⊤K −H)(A(b) +A(b)⊤)(:,t)

7: ∂L2

∂h(t) =
tr(S(b))· ∂tr(S(w))

∂h(t)
−tr(S(w))· ∂tr(S(b))

∂h(t)

[tr(S(b))]2

8: δ = ∂L2

∂h(t) ⊙ h(t) ⊙ (1F − h(t))
9: △WL2 ←△WL2 +

1
Kx

(t) ∗ δ⊤
10: △cL2 ←△cL2 +

1
K δ

11: end for

Given batch data

Calculate                 

based on (7) - (9)

Update            based on 

(16)

Calculate                  based       

on Algorithm 1

1 1 1L L L∆W ,∆b , ∆c2 2L L∆W ,∆c
W, b, c

Start

End

Fig. 2. The flowchart of one mini-batch based updating for the FDA
regularized RBM model.

way, the supervised information can be incorporated into the
learning process of the RBM model. In the mini-batch based
gradient descent learning process, the gradient of L1 can be
calculated based on the CD algorithm as (7) - (9) in Section II.
Meanwhile, the gradient of L2 w.r.t. the model parameters W, c
can be calculated in Algorithm 1. In Algorithm 1, the outputs
in hidden layer of batch data are calculated in Step 2. For the
K samples in a mini-batch, the gradients of trace of within-
class and between-class scatter matrices w.r.t. hidden layers
are obtained in Steps 5 and 6, respectively. After that, Steps
7-10 give the gradient of L2 w.r.t. the model parameters. The
gradients of L1 and L2 are then combined and the gradient
descent learning is implemented based on both parts. Given
the learning rate η, the parameters are updated as:

W =W + η(△WL1 − λ1△WL2),

c = c+ η(△cL1 − λ1△cL2),

b = b+ η(△bL1),

(16)
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where △WL1 ,△cL1 ,△bL1 are calculated based on equation
(7) - (9).

To clearly depict our proposed hybrid model, we list the
procedures for the updating of the model parameters on one
mini-batch data in Fig 2. The mini-batch updating should
run multiple times to cover all the training data until the
convergence of the training process.

IV. MFA REGULARIZED RBM

In this Section, we consider incorporating MFA [16] cri-
teria as regularization for RBM training. For simplicity, we
use the notations denoted in Section III in this part and the
sequent part. We first review the concept of MFA which is
proposed by [16]. MFA is based on graph embedding. An
intrinsic graph characterizing the within-class compactness
and a penalty graph characterizing the between-class sepa-
rability are constructed respectively. The intrinsic graph on
{x(t), y(t)}Kt=1 presents the intraclass adjacency relationship
(each sample are connected to its k1-nearest neighbors of
the same labels). Meanwhile, the penalty graph shows the
interclass point adjacency relationship (the marginal node pair
of different classes are connected) (see Fig. 3 for intuition).
The objective function of RBM with MFA criteria constraint
on hidden layer is:

max
θ
L = L1 − λ2L2

=

K∑
t=1

log

∑
h exp(−E(x(t), h; θ))

Z(θ)
−

λ2(
K∑
i=1

K∑
j=1

(A
(w)
ij −A

(b)
ij ) ∥ h

(i) − h(j) ∥2).

(17)

The hyper-parameter λ2 control the balance between the
generative objective of RBM L1 and discriminative objec-
tive of MFA L2. And h(t) = 1

1+e−W⊤x(t)−c
∈ RF (t =

1, 2, · · · ,K) is the hidden layer output of the RBM model.
The elements (A(w)

ij and A
(b)
ij ) of within-class and between-

class adjacency matrices for MFA are defined as [16]:

A
(w)
i,j =

{
1, if i ∈ ζk1(j) or j ∈ ζk1(i)
0, else

(18)

A
(b)
i,j =

{
1, if (i, j) ∈ τk2(Ci) or (i, j) ∈ τk2(Cj)
0, else

(19)

where ζk1(i) indicates the index set of the k1 nearest neighbor
of x(i) in the same class as x(i), and τk2(Ci) is a set of index
pairs that are the the k2 nearest pairs between class Ci and
other classes.

Note that FDA adopted a quotient based criterion (15)
while MFA adopted a subtraction based criterion (17), and
the intra-class and inter-class adjacency weight matrices are
defined differently for FDA and MFA. Therefore, they can
extract different discriminative features for classification. In
the experimental sections, we will compare the performance
of both FDA and MFA regularized RBM models.

Similar to Algorithm 1, in the learning process, we should
calculate the gradients w.r.t. the MFA criterion. The complete

Algorithm 2 Gradient Calculation of MFA
Input:

Batch Data: Φ = {(x(t), y(t))|x(t) ∈ RD} , t =
1, 2, · · · ,K
Hyper-parameter: k1, k2

Output: △WL2 ,△cL2

1: Initialize △WL2 = 0,△cL2 = 0.
2: Substitute {h(t)|h(t) = 1

1+e(−W⊤x(t)−c) ∈ RF } , t =
1, 2, · · · ,K to L2 in equation (17).

3: Set H = [h(1), h(2), · · · , h(K)] ∈ RF×K .
4: Construct k1-nearest neighbor intra-class graph: A(w) and
k2-nearest neighbor inter-class graph: A(b)

5: for t = 1→ K do
6: ∂L2

∂h(t) = (2h(t)1⊤K − H)((A(w) − A(b)) + (A(w) −
A(b))⊤)(:,t)

7: δ = ∂L2

∂h(t) ⊙ h(t) ⊙ (1F − h(t))
8: △WL2

←△WL2
+ 1

Kx
(t)δ⊤

9: △cL2 ←△cL2 +
1
K δ

10: end for

procedure of gradients calculation for MFA is listed in Algo-
rithm 2. In Algorithm 2, the outputs in hidden layer of batch
data are calculated in Step 2. The intra-class and inter-class
adjacent matrices (A(w) and A(b)) of K batch samples are
constructed in Step 4. The gradient of L2 w.r.t. hidden layer
is obtained in Steps 6. Finally, Steps 7-9 give the gradient of
L2 w.r.t. the model parameters.

The training process of MFA regularized RBM model
has the same flowchart as Fig. 2 except that the gradient
△WL2 ,△cL2 are obtained according to Algorithm 2.

(a) (b)

Fig. 3. The adjacency relationships of (a) Intra-class graphs and (b) Inter-class
graph for the MFA

To further improve the performance, we also consider
using the heat kernel method to define the adjacency matrix-
es [21] [23]. To reduce the number of free parameters, we set
τ as the average of all Euclidean distance between nearest-
neighbor samples.

A
(w)
i,j =

{
e−

∥x(i)−x(j)∥2

τ , if i ∈ ζk1(j) or j ∈ ζk1(i)
0, else

(20)

A
(b)
i,j =

{
e−

∥x(i)−x(j)∥2

τ , if (i, j) ∈ τk2(Ci) or τk2(Cj)
0, else

(21)
Using (20) (21) to replace (18) (19) and incorporating them
into the RBM learning process (17), we can obtain the hkMFA-
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RBM model which should be more effective than the MFA-
RBM model.

V. ANALYSIS OF THE PROPOSED HYBRID MODELS

From the viewpoint of dimensionality reduction (DR), the
proposed hybrid models can be viewed as extensions of the
traditional subspace models (FDA, MFA, hkMFA). Actually,
the hybrid models can be seen as feature extractors with data
reconstruction constraint from CD algorithm [2]. Furthermore,
the new optimization problem which utilizes the two layer
architecture of RBM is solved by gradient descent instead of
eigenvalue decomposition. Because of the sigmoid activation
in the hidden output, the proposed new models are essentially
nonlinear models, however, the mapping matrix W ∈ RD×F
is explicitly calculated so that the proposed algorithms can
also avoid the out-of-sample extension problem [33] which
is very common in other manifold based nonlinear models.
Moreover, if we make the number of hidden units more than
the number of input dimensionality, the new hybrid model can
also increase the dimensionality. On the contrary, due to the
linear transformation and eigenvalue decomposition algorithm,
the traditional subspace models (FDA, MFA, hkMFA) can only
reduce the dimensionality. Compared with the traditional RBM
model, the proposed hybrid models can exploit much more dis-
criminative information of the data by integrating supervised
subspace criteria on the hidden layer of the RBM model, and
hence, much more powerful features can be extracted.

VI. EXPERIMENTS

In this Section, we compare the proposed three hybrid
models (FDA-RBM, MFA-RBM, hkMFA-RBM) with the tra-
ditional RBM model, PCA model and the supervised subspace
models (FDA, MFA, hkMFA). Treating each model as one
feature extractor, the nearest neighbor (NN) classifier is used
to evaluate the classification accuracy. All the models are
evaluated on three data sets: MNIST subset [25], Pendigits
[26] and the first 20 classes of Caltech101 Silhouettes [27] [28]
(Fig. 4).

As for comparison, we evaluate 8 different methods includ-
ing the proposed three regularized methods. These methods are

• (A) Nearest Neighbor on pixel (NN);

• (B) Principal Components Analysis (PCA);

• (C) Fisher Linear Discriminative Analysis (FDA);

• (D) Marginal Fisher Analysis (MFA);

• (E) Restricted Boltzmann Machine (RBM);

• (F) FDA Regularized RBM (FDA-RBM);

• (G) MFA Regularized RBM (MFA-RBM);

• (H) hkMFA Regularized RBM (hkMFA-RBM).

In the subsequent Sections, in order to use FDA to reduce
the dimensionality to more than C − 1 (C is class num-
ber), we use method introduced in [29] [30] to solve the
FDA problem. Thus, new parameter reg (used to guarantee
nonsingular of total variance in the generalized eigenvector
problem) is introduced. Note that different results of FDA
may be obtained, while reducing the dimension to more than

(a) Mnist

(b) Pendigits

(c) Caltech101 Silhouettes

Fig. 4. Some examples of (a) MNIST (b) Pendigits and (c) Caltech101
Silhouettes.

C − 1 on different computers. It results from the fact that
you can get different eigenvectors w.r.t. the zero eigenvalue
except the C − 1 non-zero eigenvalue when doing eigenvalue
decomposition on different computers. The implementation of
MFA is also based on the solver introduced in [31]. To be
convenient for the description, we summarize the parameters
used in (A) - (H) correspondingly:

• (A) NN: no parameters;

• (B) PCA: no parameters;

• (C) FDA: reg;

• (D) MFA: k1 (number of intra-class nearest neighbor),
k2 (number of inter-class nearest neighbor), reg;

• (E) RBM: max epoch (me), learning rate (lr), weight
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decay (wd), momentum (m), steps of running Gibbs
chain in Contrastive Divergence (cd), batch size (bs);

• (F) FDA-RBM: parameters of RBM, λ1, discrimina-
tion insert position (dip), i.e., the epoch position that
we start procedure in Fig. 2;

• (G) MFA-RBM: parameters of RBM, λ2, k1, k2, dis-
crimination insert position (dip);

• (H) hkMFA-RBM: parameters of MFA-RBM.

During our experiments, we found that we need not to
start joint learning of RBM and supervised subspace criteria
(procedure in Fig. 2) from the first iterative epoch. Actually, we
only need to start jointly updating weights in the last several
epoches. The rationalities of the above finding are: (1) the
weights updating in the initial epoches is used as preliminary
feature learning, which may be disturbed by incorporating
the discriminative information; (2) after several epoches, the
discriminative information added into the well-trained weights
will improve the discriminative ability of features. Thus, we
can obtain the regularized RBM models which must be better
than the original RBM and counterpart DR methods. The
details of parameter selection of (C) - (H) can be further found
in Subsection A.

A. Parameter Selection

The searching space of parameters for model (C) - (H)
corresponding to each data set are:

• (C) FDA: reg ∈ [0, 500] ⊂ Z for three data sets;

• (D) MFA: k1 ∈ [1, 100] ⊂ Z, k2 ∈ [0, 1000] ⊂ Z,
reg ∈ [0, 20000] ⊂ Z for three data sets; Here, left
interval endpoint: 0 of k2 means full connecting of
inter-class graph;

• (E) RBM: me ∈ [0, 200] ⊂ Z, cd = 3, bs = 100 for
three data sets; lr = 0.05, wd = 0.0005,m = 0.5
(the first 5 epoches), m = 0.9 (the rest epoches) for
MNIST; lr = 0.06, wd = 0.002,m = 0.4 (the first 5
epoches), m = 0.95 (the rest epoches) for Pendigits;
lr = 0.03, wd = 0.002,m = 0.4 (the first 5 epoches),
m = 0.95 (the rest epoches) for Caltech20 Silhouettes;
Mainly refer [3] [32];

• (F) FDA-RBM: parameter space of corresponding
RBM for each data set; λ1 ∈ [1, 500] ⊂ Z, dip ∈
[me2 ,me] ⊂ Z for three data sets;

• (G) MFA-RBM: parameter space of corresponding
RBM for each data set; 10× λ2 ∈ [1, 50] ⊂ Z, dip ∈
[me2 ,me] ⊂ Z, k1 ∈ [1, 100] ⊂ Z, k2 ∈ [1, 3000] ⊂ Z
for three dataset;

• (H) hkMFA-RBM: parameter space of corresponding
MFA-RBM for each data set.

NN and PCA has no parameters to select. For fair com-
parison, we select the parameters of FDA, MFA and RBM
by minimizing the test error directly on the test set. For
our methods (FDA-RBM, MFA-RBM and hkMFA-RBM) on
the three data sets, the following strategy is adopted to do
parameter selection:

1) Fix me, lr, wd,m, cd, bs. We take these parameters
the same as its corresponding RBM experiments.

2) Use five-fold cross-validation on train set to find
best θ1 = {dip, λ1} for FDA-RBM and θ2 =
{dip, λ2, k1, k2} for MFA-RBM or hkMFA-RBM.
Because the searching space is very large for θ1, θ2.
For FDA-RBM, we only search the grid of me

2 × 11
which divides interval [me2 ,me] and [1, 500] respec-
tively. Here, the 11 grid endpoints of λ1 ∈ [1, 500]
are {1} ∪ {x|x = 50i, i = 1, 2, · · · , 10}. For MFA-
RBM or hkMFA-RBM, we reduce the searching
space by fixing λ2, k1 based on cross-validation.
And, the searching grid becomes me

2 × 31 which
divides interval [me2 ,me] and [1, 3000] respectively.
And, the 31 grid endpoints of k2 ∈ [1, 3000] are
{1} ∪ {x|x = 100i, i = 1, 2, · · · , 30}. What’s more,
we do not carry out cross-validation on each dimen-
sionality, parameters on one dimension are usually
good enough for the other dimensions.

3) Test and record the test results based on the selected
parameters.

B. MNIST Experiment

The MNIST dataset of handwritten digits (10 classes) [25]
contains grayscale images with 28 × 28 pixel resolution. It
contains 60000 train images and 10000 test images in total. To
verify our effectiveness and save the processing time during
this experiment, we randomly select 1000 samples as train
data and 1000 samples as test data from the full train set
and full test set(Fig. 4(a)). We select the hyper-parameters of
our methods, by 5-fold cross-validation on train set with the
searching space detailed in subsection A. Then using the best
parameters obtained by parameter selection procedure 1) - 3)
in Subsection A, all the classification results on test set are
reported in Table I.

TABLE I. MNIST SUBSET CLASSIFICATION ACCURACY (%) OF
DIFFERENT METHODS ON DIFFERENT DIMENSIONS

Feature-Dim 300 500 1000 1500 2000
NN 87.00 87.00 87.00 87.00 87.00

PCA 86.80 87.00 − − −
FDA 91.50 91.40 − − −
MFA 88.60 88.60 − − −
RBM 90.70 90.90 90.50 90.60 90.40

FDA-RBM 92.40 92.00 92.20 91.70 92.40
MFA-RBM 92.10 92.40 92.30 92.30 92.70

hkMFA-RBM 92.00 92.00 92.30 92.50 92.20

”−” means that the Feature-Dim of corresponding methods
can not be reduced to the dimensionality in Table I. ” − ”
has the same meaning in subsequent experiments. From the
results in Table I, we can find that: compared with the subspace
models (PCA, FDA, MFA), the proposed hybrid models (FDA-
RBM, MFA-RBM, hkMFA-RBM) can achieve much better
classification accuracies in different subspaces. Moreover, due
to its nonlinear property, the proposed hybrid models can also
increase the dimensionality. In all the dimensionalities, the
proposed models also outperform the traditional unsupervised
RBM model. This identify that: integrating supervised sub-
space criteria into RBM model can consistently improve the
classification performance.
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C. Pendigits Experiment

The pendigits data set is an online pen-based digit set (10
classes) [26] and contains four different feature representation-
s. There are 7494 samples for training and 3498 samples for
testing. These feature representations are:

• (a) dyn (D = 16), eight successive pen points on two-
dimensional coordinate system;

• (b) sta16 (D = 256), 16 x 16 image bitmap rep-
resentation formed by connecting the points in dyn
representation with line segments;

• (c) sta8 (D = 64), 8 x 8 subsampled bitmap represen-
tation;

• (d) sta4 (D = 16), 4 x 4 subsampled bitmap represen-
tation.

In this part, we use the (b) 16 x 16 image bitmap representation
(Fig. 4(b)) to verify our algorithms.

Similar to MNIST experiment, we search the best pa-
rameters on the train set by parameter selection procedure
in Subsection A . The test accuracies with these optimized
parameters are listed in Table II.

TABLE II. PENDIGITS CLASSIFICATION ACCURACY (%) OF
DIFFERENT METHODS ON DIFFERENT DIMENSIONS

Feature-Dim 50 100 200 300 500
NN 85.22 85.22 85.22 85.22 85.22

PCA 89.42 86.45 85.65 − −
FDA 92.65 92.51 90.94 − −
MFA 94.60 93.65 93.45 − −
RBM 91.77 92.11 92.37 92.05 92.48

FDA-RBM 93.25 93.74 92.94 92.68 93.62
MFA-RBM 93.88 94.17 94.77 94.71 94.63

hkMFA-RBM 93.74 94.25 94.17 94.00 94.10

As shown in Table II, FDA-RBM, MFA-RBM, and
hkMFA-RBM again outperform RBM model significantly.
For extracting high-dimensional features, the proposed hybrid
models outperform the traditional subspace models (PCA,
FDA, MFA). However, in the low dimensional subspace, MFA
performs better. The reason is that: the inter-class and intra-
class graph of MFA are constructed on all the training samples,
while for MFA-RBM, they are only construct on a mini-
batch of samples for the purpose of mini-batch based gradient
descending learning. Therefore, MFA-RBM may lose some
global information of data, while MFA can make use of much
more information about the global boundary relationships of
training data.

D. Caltech101 Silhouettes Experiment

Caltech101 Silhouettes [27] [28] is a data set based on the
Caltech101 image annotations. Each image in the Caltech101
data set includes a high-quality polygon outline of the primary
object in the scene. The Caltech101 Silhouettes data set is
created by centering and scaling each outline and rendering it
on a quadrate pixel image-plane. The outline is rendered as a
filled, black polygon on a white background (Fig. 4(c)).

There are two versions of this data set: outlines rendered
as 28 × 28 images and outlines rendered as 16 × 16 images.

And the total number of train set and test set are: 6364 and
2307, respectively. To evaluate our algorithm, we use the first
20 classes (Fig. 5) of the 28×28 version, which contains 2364
train data and 1281 test data (we call it Caltech20 Silhouettes).

Fig. 5. The Caltech20 Silhouettes example images of 20 classes

TABLE III. CALTECH20 SILHOUETTES CLASSIFICATION ACCURACY
(%) OF DIFFERENT METHODS ON DIFFERENT DIMENSIONS

Feature-Dim 300 500 1000 1500 2000
NN 77.13 77.13 77.13 77.13 77.13

PCA 77.67 77.75 − − −
FDA 80.48 79.16 − − −
MFA 79.86 78.77 − − −
RBM 80.33 80.56 80.25 80.17 80.41

FDA-RBM 81.11 80.80 80.80 81.11 80.80
MFA-RBM 81.65 81.03 81.03 81.11 80.56

hkMFA-RBM 81.19 82.28 81.42 81.42 81.11

We again search the best parameters by the procedure in
Subsection A. However, one disappointing finding is that we
can not get competitive results on this data set. In fact, cal-
tech20 is sample unbalanced and has relative high dimension.
Besides, searching space is compressed by optimizing only
on important parameters with sparse gird in our parameter
selection process. Thus, best performance is not guaranteed to
be obtained. Instead of on train set, we search the optimized
parameters on test set around the neighbors of the obtained
parameters on train set, and use the results to compare with
other methods. This kind of comparisons are also fair.

From Table III, we can get the same conclusion as previous
experiments, which further verify the effectiveness of the
proposed hybrid models.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, the supervised subspace criteria (FDA, MFA,
hkMFA) are proposed as regularization terms for the unsu-
pervised RBM model to extract useful features for classifica-
tion. The proposed hybrid algorithms impose discriminative
constraint on the hidden layer of RBM during the contrastive
divergence (CD) training process so that the model parameters
can be updated both discriminatively and generatively. All the
models are optimized based on mini-batch gradient descend-
ing. In the learning process, different criteria (FDA, MFA,
hkMFA) are used to construct the within and between class ad-
jacent matrices on mini-batch data, and then the gradients w.r.t.
RBM and subspace criteria are calculated and combined for the
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updating of the model parameters. This optimization process is
as efficient as the traditional RBM model. Compared with the
traditional subspace models, the proposed hybrid models are
essentially nonlinear and can increase the dimensionality, while
the traditional subspace models can only reduce dimensionality
due to linear transformation. Experimental results verify that
the proposed hybrid models can outperform both RBM model
and the counterpart subspace models (FDA, MFA).

In the future, we will extend the input variable from
binary to gaussian. On the other hand, the supervised subspace
regularized RBM models will also be used as building-blocks
to construct deep neural networks for further improving the
accuracy.
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