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Abstract— Restricted Boltzmann machine associative mem-
ory (RBMAM) is proposed in this paper. RBMAM memo-
rizes patterns using contrastive divergence learning procedure.
It recalls by calculating the reconstruction of pattern using
conditional probability. In order to examine the performance
of the proposed RBMAM, extensive computer simulations
have been carried out. As the result, it has shown that the
performance of RBMAM is overwhelming compared with the
conventional neural network associative memories. For example
as for storage capacity, RBMAM can store about from 2Nhidden

to 4Nhideen patterns, where Nhidden denotes the number of
neurons in the hidden layer. Similarly we have obtained superior
performance of RBMAM in respect of noise tolerance and
pattern complement.

I. INTRODUCTION

ASSOCIATIVE MEMORY is a kind of memory schemes
what a part of memory content itself, not an address, is

used as a key for recalling a memory content. An associative
memory is considered to be the memory scheme of the brain
[1], and has the following three features.
• The ability to correct faults if false information is given.
• To complete information if some parts are missing.
• To interpolate information, that means if a pattern is not

stored, the most similar stored pattern is determined.
In the early 1970s, associative memory models imple-

mented with neural networks were proposed almost si-
multaneously by three researchers, Nakano, Kohonen, and
Anderson. Since then, a lot of neural associative memory
models have been proposed and even now, neural associa-
tive memory models have been researched, improved, and
applied as described hereinbelow. The earlier models are so-
called Willshaw model [2] and Hopfield network models [3].
Hopfield network is a recurrent neural network having synap-
tic connection such that there is an underlying Lyapunov
function for the activity dynamics. The phenomenon of
associative memory matches the idea of dynamics controlled
by a Lyapunov function.

Kobayashi recently proposed Hyperbolic Hopfield Neural
Networks using Clifford algebra [4]. Kojima et al. [5] applied
Boltzmann machine learning to an associative memory model
and evaluated the capacity of an associative memory by
numerical experiments in the case where the size of the
network is small. Boltzmann machine is a type of stochastic
recurrent neural network and can be seen as the stochastic,
generative counterpart of Hopfield network. In [6], compared
with the capacity of Hopfield Associative Memory, denoting
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the number of neurons as N , around 0.14N , the capacity of
the associative memory using Boltzmann machine is around
0.60N . However better result this model is, learning is
typically very slow in Boltzmann machine with many hidden
layers because large networks should take a long time to
approach their equilibrium distribution. Bayesian Confidence
Propagation Neural Networks (BCPNNs) [7], which is a
neural network implementing a naive Bayesian classifier, can
be used as hetero-associative memories.

There is another associative memory model named Bidi-
rectional Associative Memory [8]. BAM is primarily pro-
posed by Kosko and many improvements, analyses and
applications have been made [9]–[11]. BAM can associate
one-to-one relationship bidirectionally and be used as a het-
eroassociative memory. Multidirectional Associative memory
(MAM) [12] is a natural extension of BAM, which can have
as many layers as needed. In [13], a competitive neural
network is applied to MAM and more flexible layer settings
could be done.

As the applications of associative memory models, in
vision-related areas, Kuo et al. [14] applied it to detecting
salient fragments for video human action detection and
recognition. Arya et al. [15] recognized human faces us-
ing Parallel Associative Memory. Qadir et al. [16] [17]
constructed and evaluated the performance of associative
memories when they are used as a controller of a robot where
sensory inputs contain errors. Wen et al. [18] established
memristive neural network based on the knowledge of mem-
ristor and recurrent neural network and applied for adaptive
lag synchronization. For intelligent systems, it is essential to
adopt a neural associative memory with high performance.

Nowadays, deep learning has attracted much attention.
Deep learning resembles the structure of the brain and is
one method of multi-layer neural networks. As the famous
models of deep learning method, autoencoder [19] and
restricted Boltzmann machine (RBM) [20] [21] are proposed.
They are often called representation learning models because
of their learning method. For recognition tasks, these models
are used as a single layer of the network and the pile of
them compose a multi-layer neural network. An autoencoder
is an artificial neural network used for learning efficient
codings. If linear neurons are used, or only a single sigmoid
hidden layer, then the optimal solution to an autoencoder
is strongly related to PCA [22]. RBM is a probabilistic
graphical model that can be interpreted as stochastic neural
networks. The increase in computational power and the
development of faster learning algorithms [23]–[25] have
made them applicable to relevant machine learning problems.
Le et al. [26] proposed large-scale feature detector using
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Fig. 1. The structure of RBM

unsupervised learning model for multi-layer neural network.
It has been in the news that 1,000 computers were connected,
trained by 10 million Youtube movies, and they learned to
identify cat faces without human’s help. In automatic speech
recognition (ASR) systems, Gaussian mixture model hidden
Markov model (GMM-HMM) used to be a main method.
Recently, ASR system using deep neural network hidden
Markov model hybrid architecture (DNN-HMM) is proposed
and it can significant outperform the former model [27]–[29].

In this paper, we propose a new neural network associative
memory named restricted Boltzmann machine associative
memory (RBMAM). The vital learning method of deep
learning is Greedy Layer-wise Training [30], which was
proposed by Hinton et al. This method adjusts parameters
layer by layer, making it approaching the input that inverse
transforms the transformed input. Assuming that an input
layer is presentation layer and higher layers than an input
layer are internal of the brain, deep learning model can
be defined as an associative memory. As the first step,
this paper treats 2 layer type. The proposed RBMAM is
superior storage capacity to the conventional neural network
associative memories. Moreover, RBMAM has abilities of
complementation and noise correction abilities.

The rest of this paper is organized as follows: Section
II describes RBM and RBMAM in detail. Section III shows
the results of conducted experiments to evaluate the proposed
RBMAM. Finally, Section IV concludes the paper.

II. RESTRICTED BOLTZMANN MACHINE ASSOCIATIVE
MEMORY

A. An overview of RBM

An RBM is a Markov random field (MRF) associated
with a bipartite undirected graph as shown in Fig.1. It
consists of M visible units V = (V1, · · · , VM ) to represent
observable data and N hidden units H = (H1, · · · , HN )
to capture dependencies between observed variables. A joint
configuration, (V ,H) of the visible and hidden units has an

energy given by:

E(v,h) = −
∑
i

θvi vi −
∑
j

θhj hj −
∑
i

∑
j

viWijhj ,

(1)

where vi and hj are the binary states of visible unit i and
hidden unit j, θvi and θhj are their biases and W is the weight
of them.

The network assigns a probability to every possible pair
of a visible and a hidden vector via this energy function:

p(v,h) =
1

Z
exp(−E(v,h)) (2)

where the partition function, Z, is given by summing over
all possible pairs of visible and hidden vectors:

Z =
∑
v

∑
h

exp(−E(v,h)). (3)

RBM trains using the probability that the network assigns
to a visible vector v, which is given by summing over all
possible hidden vectors:

p(v) =
∑
h

p(v,h). (4)

The probability that the network assigns to a training
dataset can be raised by adjusting the weights and biases
to lower the energy of data of the dataset and to raise the
energy of other data. Maximum log-likelihood estimation is
often used to train. The log probability of a training vector
is defined:

L ≡
⟨
ln
∑
h

p(v,h)
⟩
q

=
⟨
ln
∑
h

e−E(v,h)
⟩
q
− lnZ (5)

where the angle brackets are used to denote expectations un-
der the distribution specified by the subscript, the probability
distribution q(v):⟨

f(v)
⟩
q
=
∑
v

f(v)q(v). (6)

The derivative of the log probability of a training vector
with respect to a voluntary parameter θ is calculated:

∂L
∂θ

= −
⟨ 1∑

h

∑
h

e−E
∂E

∂θ
e−E

⟩
q

+
1

Z

∑
v

∑
h

∂E

∂θ
e−E (7)

and according to the definition of conditional probability and
MRF, Eq. (7) can be simplified as follows:

∂L
∂θ

=
∑
v

∑
h

∂E

∂θ
p(h|v)q(v) +

∑
v

∑
h

∂E

∂θ
p(v,h)

(8)

≡ −
⟨∂E
∂θ

⟩
data

+
⟨∂E
∂θ

⟩
model

. (9)

3746



The graph of an RBM has only connections between the layer
of hidden and visible variables but not between two variables
of the same layer. In terms of probability this means that the
hidden units are independent given the state of the visible
units and vice versa:

p(v|h) =
∏
i

p(vi|h, p(h|v)) =
∏
j

p(hj |v). (10)

The conditional probability of a single variable being one
can be interpreted as the firing rate of a neuron:

p(vi = 1|h) = σ(θvi +
∑
j

Wijhj) (11)

p(hj = 1|v) = σ(θhj +
∑
i

Wijvi) (12)

where σ is the sigmoid activation function:

σ(x) =
1

1 + exp(−x)
(13)

B. Contrastive Divergence

In Eq. (9), the first member of the equation is easy to
calculate comparatively. The second member of the equation,
however, is much more difficult. This is because in general,
this member needs to be calculated regarding the sum of all
states of both visible units and hidden units. It causes the
curse of dimensionality.

The standard approach to solve this problem is to approx-
imate the average over the distribution with an average over
a sample from the model distribution, obtained by setting
up a Markov chain that converges to the model distribution
and running the chain to equilibrium. This Markov chain
Monte Carlo (MCMC) approach has the advantage of being
readily applicable to many classes of distribution. However,
it is typically very slow, since running the Markov chain
to equilibrium can require a very large number of steps, and
no foolproof method exists to determine whether equilibrium
has been reached. A further disadvantage is the large variance
of the estimated gradient [25].

Recently it was shown that estimates obtained after run-
ning the chain for just a few steps can be sufficient for model
training. This leads to contrastive divergence (CD) learning
[25], which has become a standard way to train RBM.

The idea of k-step contrastive divergence learning is quite
simple: Instead of approximating the second term in the log-
likelihood gradient by a sample from the RBM-distribution
(which would require to run a Markov chain until the
stationary distribution is reached), a Gibbs chain is running
for only k steps (and usually k = 1). The Gibbs chain is
initialized with a training example v(0) of the training set
and yields the sample v(k) after k steps. Each step t consists
of sampling h(t) from p(h|v(t)) and sampling v(t+1) from
p(v|h(t)) subsequently. The gradient (Eq. (9)) with respect
to the log-likelihood for one training pattern v(0) is then

approximated by

CDk(θ,v
(0)) = −

∑
h

p(h|v(0))∂E(v(0),h)

∂θ

+
∑
h

p(h|v(k))∂E(v(k),h)

∂θ
. (14)

The derivatives in direction of the single parameters are
obtained by estimating the expectations over p(v) by the
single sample v(k). The update equations of parameters,
biases of visible and hidden units and weight of them, are
calculated:

∆wij ← ∆wij + p(Hi = 1|v(0)) · v(0)j
−p(Hi = 1|v(k)) · v(k)j , (15)

∆θvi ← ∆θvi + v
(0)
i − v

(k)
i , (16)

and

∆θhj ← ∆θhj + p(Hi = 1|v(0))− p(Hi = 1|v(k)).
(17)

C. Restricted Boltzmann machine associative memory

In this section, we explain the proposed restricted Boltz-
mann machine associative memory.

Training of RBM is making it approaching the input that
inverse transforms the transformed input using its conditional
probability. Although RBMs are often used to reduce the
dimension, assuming that visible layer is a presentation layer
and hidden layer is internal of the brain, RBMs can be
considered as an associative memory. Therefore, we call the
associative memory model using RBMs restricted Boltzmann
machine associative memory (RBMAM).

Learning patterns of RBMAM is done by the same method
of training of RBM. Although there are some learning
methods of training RBMs [31]–[33], we use CD learning
method for simplicity.

A recall is a process that if an unknown input pattern is
given, the network selects the pattern of training patterns.
It is identical to select the pattern which has the minimum
Hamming distance to an unknown input pattern. The recall of
RBMAM realizes to find the pattern u∗ of training patterns
by calculating:

u∗ = σ(σ(ũ ·W + θh) ·W T + θv) (18)

where W T is the transpose of weight matrix W and σ is
the sigmoid activation function (Eq. (13))

III. EXPERIMENTS

In this section, we evaluate performance of RBMAM for
average bit error rate, which means the ratio of the number
of bit errors in all training patterns’ bits.

Training patterns of RBMAM depends to a great degree on
two parameters; the number of learning epochs and learning
rate. There are some values or techniques to train fast, we
referred to the G. E. Hinton’s guide [34] about them. About
these two parameters, we determined them by preliminary
experiments and the result is shown in Fig. 2. Here, Nhidden
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(a) Learning rate calculated by Hinton’s guide is lower than 0.20.
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(b) Learning rate calculated by Hinton’s guide is higher than 0.20

Fig. 2. Average bit error rate as a function of the number of training
epochs.

is the number of hidden neurons and Npattern is that of the
input patterns. Concerning the number of training epochs,
average bit error rate basically converges about 1,000 epochs,
so we determine the number of training epoch 1,000 in the
experiments. As to learning rate, it is appropriate to adjust so
that the updates are about 10−3 times the weights in Hinton’s
guide [34]. However, learning rate depends on datasets and
regarding small datasets if learning rate was more than
about 0.2 when we initialized, learning became too slow and
sometimes did not converge. In our pre-experiments, when
learning rate was initialized at 0.05, learning converged in
almost all datasets. Therefore, we determine learning rate as
follows: if the initial learning rate is more than 0.2, it is
revised to 0.05 and if less than 0.2, not revised and use
the same value. For the other parameters, we used 100-
dimensional, two-valued ({0, 1}) vectors for input. All of
the data shown afterward are the averaged value of 10 trials.
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Fig. 3. Maximum number of stored patterns as a function of the number
of hidden units. In the experiment 100-dimensional, binary vectors are used
for input.

A. Storage Capacity (perfect recall)

The storage capacity is one of the most important proper-
ties of associative memories. To examine RBMAM’s storage
capacity, first we use the same pattern vectors for the training
sets and the test sets.

Fig. 3 shows the maximum number of stored patterns
as a function of the number of hidden units. In this case,
RBMAM can perfectly recall the stored patterns. As can be
seen from Fig. 3, when the number of hidden units is small,
e.g., less than 100, the storage capacity of RBMAM is not
large. However, when the number of hidden units becomes
larger, RBMAM can recall about four times of the number
of hidden units. It is well known that the storage capacity of
Hopfield network is about 0.14N where N is the number of
the neurons [35]. In contrast, RBMAM’s storage capacity is,
denoting the number of hidden units as Nhidden, about from
twice to four times as many patterns as Nhidden. Therefore,
RBMAM has a superior memory capacity to the conventional
associative memories.

B. Influence of Cross-Correlation

It is well known that the storage capacity of an associative
memory is affected depending on the cross-correlation of
the stored patterns. We examined the storage capacities with
several datasets having different cross-correlations. Cross-
correlation is defined as

ρ =
1

pC2

M∑
µ1=1

M∑
µ2=µ1+1

1

2

|uµ1Tuµ2 |
M

. (19)

Fig. 4 shows averaged bit error rate as a function of
learning epochs when the averaged cross-correlation of 500
pattern vectors are 0.22, 0.50, and 0.89. In the experiment,
the number of hidden units was 250, the number of training
patterns was 500, and the same pattern vectors for training
sets and test sets were used. As can be seen from Fig. 4,
the averaged bit error rate approaches zero faster when the
smaller value of cross-correlation is used.
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Fig. 4. Average bit error rate as a function of learning epochs when the
cross-correlation of 500 pattern vector is for each 0.22, 0.50. and 0.89.

TABLE I
THE STORAGE CAPACITY OF RBMAMS WITH 250 HIDDEN UNITS. THE

NOTATION > n MEANS THAT THE 90% CAPACITY IS MORE THAN n

Cross-correlation ρ Storage Capacity
0.22 > 1, 000
0.50 > 1, 000
0.89 290

Table I shows the storage capacity of RBMAM with 250
hidden units, which is defined as the maximum number of
stored patterns where at least 90% of all stored patterns can
be perfectly recalled in the experiment.

Namely more than 89 bits are correctly recalled out of 100
bits in this case. It can be seen that the smaller the cross-
correlation of training patterns becomes, the higher storage
capacity of RBMAMs becomes.

C. Noise Tolerance

We examined RBMAM’s ability for noise tolerance.
Fig. 5 shows averaged bit error rate as a function of the

number of training patterns when bits are randomly inverted
with the probabilities from 0.1 to 0.5. It can be observed
from this figure that the noise tolerance ability of RBMAM
is superior. For example, when the number of input patterns
is 500 and bit reverse probability is 10%, the proposed
RBMAM can recall more than 90% of the stored patterns.

D. Pattern Complement

Finally, the pattern complenet ability of RBMAM was
examined.

Fig. 6 shows averaged bit error rate as a function of the
number of training patterns when bits are randomly blind.
From bottom to top, the probabilities of bit change of these
curbs are 10%, 20%, 30%, 40%, and 50%. We should note
ere that since binary expression {0, 1} is employed in the
input vector, the elements having the value of ”1” were
randomly selected with several probabilities and their values
were changed to ”0”.
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Fig. 5. Averaged bit error rate as a function of the number of training
patterns. Test sets include from 10% to 50% bit invert. From bottom to
top, the probabilities of bit change of these curbs are 10%, 20%, 30%,
40%, and 50%.
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Fig. 6. Averaged bit error rate as a function of the number of training
patterns. Test sets include from 10% to 50% bit blind. From bottom to top,
the probabilities of bit change of these curbs are 10%, 20%, 30%, 40%,
and 50%.

Similar to the case of noise tolerance ability, pattern com-
plement ability of RBMAM is also superior. For example,
when the number of input patterns is 500 and bit reverse
probabilities is 20%, the proposed RBMAM can recall more
than 90% of the stored patterns.

IV. CONCLUSIONS

In this paper, we have proposed a new kind of associative
memory named Restricted Boltzmann Machine Associative
Memory(RBMAM). RBMAM has the same network struc-
ture as a two-layer RBM. Contrastive divergence learning
is employed as the learning algorithm. A recall is done by
using conditional probability.

We evaluated the proposed RBMAM from various aspects
such as memory capacity, noise tolerance and pattern com-
plement. As the result, it has shown that the performance of
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RBMAM is overwhelming compared with the conventional
neural network associative memories. As for storage capacity,
it can store about from 2Nhidden to 4Nhidden patterns, where
Nhidden denotes the number of neurons in the hidden layer.
As for noise tolerance, when bit reverse probability is 10%,
it could recall more than 90% of the stored patterns. And as
for pattern complement, when bit blind probability is 20%,
the proposed RBMAM could recall more than 90% of the
stored patterns.
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