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Abstract—In this paper, distributed control for second-order
leader-following multi-agent systems has been solved. All the
outputs of the agents reach a common trajectory. The dynamic
of the leader agent is different with the follower agents. If the
digraph contains a spanning tree, then the problem is solved
using an appropriate control law. A compensator is designed to
making the closed-loop system matrix stable. Simulation results
are further presented to show the effectiveness and performance
of our work.

I. INTRODUCTION

Alot of interests in consensus control for multi-agent sys-
tems have been taken by the researchers in the recent years[1]-
[9]. This is due to the fact that the multi-agent systems have
broad applications in many areas, such as formation control,
flocking, attitude alignment, etc. The consensus of multi-agent
systems means that all the agents’ states reach a common
trajectory after the appropriate consensus protocol based on
the information of itself and its neighbors. Some results of
consensus algorithms can be applied in many areas including
cooperative control of mobile robots, unmanned air vehicles,
autonomous underwater vehicles, automated highway systems,
and so on.

Usually, the multi-agent systems can be classified into
leaderless and leader-follower systems. First-order consensus
problems for networked dynamic systems have been extensive-
ly studied by many researchers. Ref [10] studied the leader-
following consensus problem of multi-agent systems, where
the leader is a particular agent, whose motion is indepen-
dent of the other agents and followed by the other ones.
The state of the leader is unmeasurable for all the agents.
Thus a dynamic neighbor-based system is given to estimate
it. Further extensions of this work were presented in [11]-
[15] with second-order dynamics. Consensus algorithms for
double-integrator dynamics were proposed and analyzed in
[11] with a bounded control input and without relative velocity
measurements. The consensus of second-order multi-agent
dynamical systems with exogenous disturbances is studied

in [12] via a pinning control strategy which can bring all
the agents’ states to reaching the expected consensus track
under the influence of the disturbances. Ref [13] extended
the results on the unknown nonlinearities in which the agents
can have different dynamics and the treatment is for directed
graphs with fixed communication topologies, and the leader
is nonlinear and unknown. Some necessary and sufficient
conditions were given in [15] for the consensus of second-
order multi-agent dynamical systems.

An important topic in the study of the consensus problem
is output regulation problem. Output regulation theory is to
control one or more than one plants so that their output tracks
a reference signal(and/or rejects a disturbance) produced by an
exsystem. The conventional output regulation for both linear
and nonlinear systems has been studied for many decades
[16],[17]. Output regulation for multi-agent systems has been
studied by a lot of researchers [18]-[24]. Output regulation
problem of state-coupled linear certain and uncertain multi-
agent systems with globally reachable topologies was investi-
gated by [18], in which exosystem is same for all the nodes
but only partial nodes have the state information channel
with it. Ref [19] solved the regulation problem in the case
that only partial agents could be measured by itself and its
neighbors, and a full order Luenberger observer is given for
the unmeasurable part. Heterogeneous agents were considered
by [23], [24], and the compensator method was used in [23].
Small gain method was first used in solving output regulation
problem in [24].

In our paper, output regulation for second-order multi-agent
systems has been solved. All the outputs reach a common
trajectory with the reference signal. The network topology
structure is presented by a digraph which contains a spanning
tree and the exosystem is as its root node. We give the
assumption that the system matrix 𝐵 is full row rank instead
of transmission zeros condition. A compensator is designed to
make the closed-loop system matrix stable. Then a distributed
dynamic state feedback control law is established to solve the
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regulator problem.
The rest of this paper is organized as follows: Section II

introduces some framework and formulate the base problem.
Section III gives the main results about output regulation of
second-order multi-agent systems. Some simulation results are
presented in Section IV to show its performance. Finally, some
concludes about this paper is given in Section V.

II. FRAMEWORK AND PROBLEM FORMULATION

We consider a platoon of 𝑛 identical agents modeled by the
following second-order dynamics

�̇�1𝑖(𝑡) = 𝑥2𝑖(𝑡)

�̇�2𝑖(𝑡) = 𝐴𝑥2𝑖(𝑡) +𝐵𝑢𝑖(𝑡) + 𝛿𝑖(𝑡)

𝑦𝑖(𝑡) = 𝐶𝑥1𝑖(𝑡), 𝑖 = 1, 2, . . . , 𝑁, (1)

where 𝑥1𝑖(𝑡) ∈ 𝑅𝑛, 𝑥2𝑖(𝑡) ∈ 𝑅𝑛, 𝑖 = 1, 2, . . . , 𝑁 are the states
of the agents, and 𝑦𝑖(𝑡) ∈ 𝑅𝑝 is the output of agent 𝑖. Assume
that 𝐵 and 𝐶 are full row rank in our paper. 𝛿𝑖(𝑡) = 𝐸𝑖𝜔(𝑡) is
the disturbance which is generated by the following exosystem

�̇�(𝑡) = 𝑆𝜔(𝑡),

𝑦0(𝑡) = 𝑄𝜔(𝑡), (2)

where 𝜔(𝑡) ∈ 𝑅𝑞 is the state of the exosystem, and 𝑦0(𝑡) ∈ 𝑅𝑝

is the tracking signal.
Assumption 1: All the eigenvalues of Γ do not have negative

real parts.
The error between the output of the 𝑖−th agent with the

tracking signal is given as

𝑒𝑖(𝑡) = 𝑦𝑖(𝑡)− 𝑦0(𝑡) = 𝐶𝑥1𝑖(𝑡)−𝑄𝜔(𝑡), 𝑖 = 1, . . . , 𝑁. (3)

The communication topology between agents and the ex-
osystem is represented by a weighted graph 𝒢 = (𝒩 , ℰ ,𝒜),
where 𝒩 = {𝑣0, 𝑣1, 𝑣2, . . . , 𝑣𝑁} is the set of nodes. 𝑣0
represents the dynamic of the exosystem. 𝒜 = [𝑎𝑖𝑗 ] is a
weighted adjacency matrix, where 𝑎𝑖𝑖 = 0 and 𝑎𝑖𝑗 ≥ 0 for all
𝑖 ∕= 𝑗. In our paper, 𝑎𝑖𝑗 > 0 if and only if there is an edge from
vertex 𝑗 to vertex 𝑖. The set of neighbors of node 𝑣𝑖 is denoted
by 𝒩𝑖 = {𝑣𝑗 ∈ 𝒱 : (𝑣𝑖, 𝑣𝑗) ∈ ℰ}. 𝒩𝑠 = {𝑣1, 𝑣2, . . . , 𝑣𝑁}
represents the node set of the subgraph 𝒢𝑠 = (𝒩𝑠, ℰ𝑠,𝒜𝑠).
A diagonal matrix 𝒟𝑠 = diag{𝑑1, 𝑑2, . . . , 𝑑𝑁}, where 𝑑𝑖 =
Σ𝑛𝑗=1𝑎𝑖𝑗 , 𝑖 = 1, 2, . . . , 𝑁 is called a degree matrix of 𝒢𝑠.
The Laplacian with the directed graph 𝒢𝑠 is defined as
ℒ𝑠 = 𝒟𝑠 − 𝒜𝑠. Obviously, all the row sums of ℒ are zero.
An edge of 𝒢 denoted by 𝑒𝑖𝑗 = (𝑣𝑖, 𝑣𝑗) ∈ ℰ means that node
𝑣𝑖 receives information from node 𝑣𝑗 . There is a sequence
of edges with the form (𝑣𝑖, 𝑣𝑘1), (𝑣𝑘1 , 𝑣𝑘2), . . . , (𝑣𝑘𝑗 , 𝑣𝑗) ∈ ℰ
composing a direct path beginning with 𝑣𝑖 ending with 𝑣𝑗 ,
then node 𝑣𝑗 is reachable from node 𝑣𝑖. A node is reachable
from all the other nodes of graph, the node is called globally
reachable.

We assume that not all the agent could access the infor-
mation from the exosystem. But the aim is to regulate all the
agents’ output tracking to the reference output signal. Thus,
the external state measurements relative to its neighbors and

the output-coupling variable relationship between agent 𝑖 and
𝑗 ∈ 𝒩𝑖 is defined as

𝜙𝑖(𝑡) =
∑

𝑗∈𝒩𝑖
𝑎𝑖𝑗(𝑦𝑖(𝑡)− 𝑦𝑗(𝑡)) + 𝑎𝑖0(𝑦𝑖(𝑡)− 𝑦0(𝑡)). (4)

Then a dynamic state feedback control law is introduced
based on the output-coupling variable relationship is given as

𝑢𝑖(𝑡) = 𝐾1(
∑

𝑗∈𝒩𝑖
𝑎𝑖𝑗(𝑥1𝑖(𝑡)− 𝑥1𝑗(𝑡)) + 𝑎𝑖0𝑥1𝑖(𝑡))

+𝐾2(
∑

𝑗∈𝒩𝑖
𝑎𝑖𝑗(𝑥2𝑖(𝑡)− 𝑥2𝑗(𝑡)) + 𝑎𝑖0𝑥2𝑖(𝑡)) +𝐾3𝜁𝑖(𝑡)

𝜁𝑖(𝑡) = 𝐺1𝜁𝑖(𝑡) +𝐺2𝜙𝑖(𝑡), (5)

in which 𝐾𝑗 , 𝑗 = 1, 2, 3 are the gain matrices. 𝜁𝑖 ∈ 𝑅𝑠 is the
compensator to be designed later.

Let 𝑥𝑘 = (𝑥𝑘1(𝑡)
𝑇 , 𝑥𝑘2(𝑡)

𝑇 , . . . , 𝑥𝑘𝑁 (𝑡)𝑇 )𝑇 , 𝑘 = 1, 2, and
𝜁 = (𝜁1(𝑡)

𝑇 , 𝜁2(𝑡)
𝑇 , . . . , 𝜁𝑁 (𝑡)𝑇 )𝑇 . By control law (5), the

system dynamics (1) have the following closed-loop form

�̇�1 = 𝐼𝑛𝑁𝑥2,

�̇�2 = (ℋ𝑠 ⊗𝐵𝐾1)𝑥1 + (𝐼𝑁 ⊗𝐴+ℋ𝑠 ⊗𝐵𝐾2)𝑥2

+(𝐼𝑁 ⊗𝐵𝐾3)𝜁 + 𝐸𝜔,

𝜁 = (ℋ𝑠 ⊗𝐺2𝐶)𝑥1 + (𝐼𝑁 ⊗𝐺1)𝜁

−(ℋ𝑠 ⊗𝐺2𝑄)(1𝑁 ⊗ 𝐼𝑞)𝜔, (6)

where ℋ𝑠 = ℒ𝑠 + 𝒜0, and 𝒜0 = diag{𝑎01, 𝑎02, . . . , 𝑎0𝑁}.
𝐸 = (𝐸𝑇

1 , 𝐸𝑇
2 , . . . , 𝐸𝑇

𝑁 )𝑇 . Thus (6) can be rewritten as

𝜉 = 𝐴𝑐𝜉 +𝐵𝑐𝜔, (7)

where 𝜉 = (𝑥𝑇1 , 𝑥
𝑇
2 , 𝜁

𝑇 )𝑇 , and

𝐴𝑐 =⎛

⎝
0 𝐼𝑛𝑁 0

ℋ𝑠 ⊗𝐵𝐾1 𝐼𝑁 ⊗𝐴+ℋ𝑠 ⊗𝐵𝐾2 𝐼𝑁 ⊗𝐵𝐾3

ℋ𝑠 ⊗𝐺2𝐶 0 𝐼𝑁 ⊗𝐺1

⎞

⎠

𝐵𝑐 =

⎛

⎝
0
𝐸

−(ℋ𝑠 ⊗𝐺2𝑄)(1𝑁 ⊗ 𝐼𝑞)

⎞

⎠ .

Definition 1: Cooperative output regulation of multi-agent
systems can be solved if the following two conditions satisfied:

a) The closed-loop system 𝜉 = 𝐴𝑐𝜉 is exponentially
stable, i.e., all the eigenvalues of matrix 𝐴𝑐 are assigned in
the open left half plane.

b) For all initial condition 𝑥1𝑖(0), 𝑥2𝑖(0) and 𝜔(0), all
the tracking errors satisfy: lim

𝑡→∞ 𝑒𝑖(𝑡) = 0, 𝑖 = 1, . . . , 𝑁, i.e.,

lim
𝑡→∞ 𝑒(𝑡) = 𝐶𝑐𝜁 + 𝑄𝑐𝜔 = 0, 𝑖 = 1, . . . , 𝑁, in which 𝑒(𝑡) =

(𝑒1(𝑡)
𝑇 , 𝑒2(𝑡)

𝑇 , . . . , 𝑒𝑁 (𝑡)𝑇 )𝑇 and 𝐶𝑐 = (𝐼𝑁 ⊗𝐶, 0, 0), 𝑄𝑐 =
(1𝑁 ⊗𝑄).

III. MAIN RESULT

In this section, a main result will be given based on some
useful lemmas.

Lemma 1: [25] All the eigenvalues ofℋ𝑠 = ℒ𝑠+𝒜0 defined
in (7) have positive real parts if and only if the digraph 𝒢
contains a spanning tree and node 𝑣0 as its root.
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Lemma 2: [26] Under the Assumption 1, if the pair (Φ𝑎,Φ𝑏)
and (𝐺1, 𝐺2) are stable, and for all 𝜆 ∈ 𝜎(𝐺1), matrix

(
Φ𝑎 − 𝜆𝐼 Φ𝑏

Φ𝑐 0

)

is full row rank, then the pair
( (

Φ𝑎 0
𝐺2Φ𝑐 𝐺1

) (
Φ𝑏
0

) )

is stabilizable.
Lemma 3: [27] Given the stabilizable pair (𝒜,ℬ) , the

following algebraic Riccati equation

𝒜𝒯 𝒫 + 𝒫𝒜+ 𝐼𝑛 − 𝒫ℬℬ𝒯 𝒫 = 0 (8)

has a unique solution 𝒫 = 𝒫𝑇 > 0, and for all 𝑎 ≥ 1 and
𝑏 ∈ 𝑅, matrix 𝒜− (𝑎+ 𝑗𝑏)ℬℬ𝒯 𝒫 is Hurwitz.

Theorem 1: If the digraph 𝒢 contains a spanning tree, and
the following regulator equation

𝑋𝑆 = 𝐴𝑐𝑋 +𝐵𝑐

0 = 𝐶𝑐𝑋 +𝑄𝑐 (9)

exists a unique matrix solution 𝑋, then the controller (5)
solves the output regulation problem of second-order multi-
agent systems.

Proof: According to the Definition 1, we first proof 𝐴𝑐 is
stable. A transformation is used as

𝐴𝑐 = 𝑇−1𝐴𝑐𝑇

=

⎛

⎝
0 𝐼𝑛𝑁 0

ℋ𝑠 ⊗𝐵𝐾1 Υ ℋ𝑠 ⊗𝐵𝐾3

𝐼𝑁 ⊗𝐺2𝐶 0 𝐼𝑁 ⊗𝐺1

⎞

⎠ , (10)

where 𝑇 = block diag{𝐼𝑛𝑁 , 𝐼𝑛𝑁 ,ℋ𝑠 ⊗ 𝐼𝑠}, and Υ = 𝐼𝑁 ⊗
𝐴+ℋ𝑠 ⊗𝐵𝐾2. 𝐴𝑐 can be rewritten as

𝐴𝑐 = 𝐼𝑁 ⊗𝐴𝑐𝑎 +ℋ𝑠 ⊗𝐴𝑐𝑏𝐾, (11)

in which

𝐴𝑐𝑎 =

⎛

⎝
0 𝐼𝑛 0
0 𝐴 0

𝐺2𝐶 0 𝐺1

⎞

⎠ , 𝐴𝑐𝑏 =

⎛

⎝
0
𝐵
0

⎞

⎠ ,

𝐾 =
(

𝐾1 𝐾2 𝐾3

)
.

Since 𝐵 has full row rank, it is easy to see that
( (

0 𝐼𝑛
0 𝐴

) (
0
𝐵

) )

is stabilizable..
For all 𝜆 ∈ ℂ, the matrix pair

⎛

⎝
−𝜆𝐼𝑛 𝐼𝑛 0 0
0 𝐴− 𝜆𝐼𝑛 0 𝐵
𝐶 0 0 0

⎞

⎠ (12)

has full row rank. Matrix pair (𝐺1, 𝐺2) in (5) is chosen
as a stable pair. Then according to Lemma 2, (𝐴𝑐𝑎, 𝐴𝑐𝑏) is
stable, i.e., there exists appropriate 𝐾 such that 𝐴𝑐𝑎 +𝐴𝑐𝑏𝐾
is Hurwitz.

Equation (11) is Hurwitz if and only if

𝐴𝑐𝑎 + 𝜆𝑖(ℋ𝑠)𝐴𝑐𝑏𝐾 (13)

is Hurwitz, in which 𝜆𝑖(ℋ𝑠), 𝑖 = 1, 2, . . . , 𝑁 are the eigen-
values of ℋ𝑠. Therefore, according to Lemma 3, choosing
𝐾 = −(𝑚𝑖𝑛 𝑅𝑒(𝜆𝑖(ℋ𝑠)))−1𝐴𝑇𝑐𝑏𝑃, in which 𝑃 is the solution
of the following equation

𝐴𝑇𝑐𝑎𝑃 + 𝑃𝐴𝑐𝑎 + 𝐼 − 𝑃𝐴𝑐𝑏𝐴
𝑇
𝑐𝑏𝑃 = 0. (14)

Then 𝐴𝑐 is stable.

0

4

1

32

Fig. 1. The network of the four agents and exosystem

Since the regulator equation (9) has solution 𝑋, let 𝜉 =
𝜉 −𝑋𝜔. Then

˙̄𝜉 = 𝐴𝑐𝜉

𝑒(𝑡) = 𝐶𝑐𝜉 + (𝐶𝑐𝑋 +𝑄𝑐)𝜔. (15)

Thus, lim
𝑡→∞ 𝑒(𝑡) = 𝐶𝑐𝜉 +𝑄𝑐𝜔 = 0.

Output synchronization of second-order multi-agent systems
could also be solved by the output regulation method. The
definition about synchronization is given as follows

Definition 2: The system (1) with 𝑁−agents is said to be
synchronized if the following requirements are satisfied:

Asymptotic synchronization: For specific initial states
𝑥1𝑖(0), 𝑥2𝑖(0) and 𝜔(0), all outputs 𝑦𝑖(𝑡) reach a common
trajectory, i.e.,

lim
𝑡→∞(𝑦𝑖(𝑡)− 𝑦𝑗(𝑡)) = 0. (16)

According to the Theorem 1,

lim
𝑡→∞(𝑦𝑖(𝑡)− 𝑦𝑗(𝑡))

= lim
𝑡→∞(𝑦𝑖(𝑡)−𝑄𝜔(𝑡)− (𝑦𝑗(𝑡)−𝑄𝜔(𝑡)))

= lim
𝑡→∞(𝑦𝑖(𝑡)−𝑄𝜔(𝑡))− lim

𝑡→∞(𝑦𝑗(𝑡)−𝑄𝜔(𝑡))

= 0. (17)

Then, the following result is given as
Corollary 1: Under the Assumption 1, output synchro-

nization of second-order multi-agent systems is solved if the
regulator equation designed in (9) has a unique solution and
the digraph contains a spanning tree.
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Fig. 2. Transient behavior of 𝑥1.

0
10

20
30

40

−2

−1

0

1

2
−0.5

0

0.5

1

Fig. 3. Transient behavior of 𝑥2.
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Fig. 4. The output of four agents and the reference signal in red color.
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Fig. 5. The errors of four agents and the reference signal.

IV. SIMULATION RESULT

Consider the following multi-agent systems with 4 nodes

�̇�1𝑖(𝑡) = 𝑥2𝑖(𝑡)

�̇�2𝑖(𝑡) =

(
1 0
0 0

)

𝑥2𝑖(𝑡) +

(
1 0
0 1

)

𝑢𝑖(𝑡) + 𝐸𝑖𝜔(𝑡)

𝑦𝑖(𝑡) =
(
1 0

)
𝑥1𝑖(𝑡), 𝑖 = 1, 2, 3, 4,

where

𝐸1 =

(
1 0 0
0 0 0

)

, 𝐸2 =

(
0 1 0
0 0 0

)

𝐸3 =

(
0 0 1
0 0 0

)

, 𝐸4 =

(
0 0 0
1 0 0

)

,

and the exosystem is given as

�̇�(𝑡) =

⎛

⎝
0 0 0
1 0 −1
0 1 0

⎞

⎠𝜔(𝑡).

The exosystem could be seen as the leader and contains the
reference output to be tracking.

Since the eigenvalues of 𝑆 is 𝜆1 = 𝑖, 𝜆2 = −𝑖, 𝜆3 = 0, then
the Assumption 1 is satisfied. The reference signal is given as

𝑦0(𝑡) =
(
0 1 0

)
𝜔(𝑡).

The topology structure of four agents and exosystem is
given in Fig. 1. Then we have

𝒜𝑠 =

⎛

⎜
⎜
⎝

0 0 0 0
1 0 0 0
1 0 0 1
0 1 0 0

⎞

⎟
⎟
⎠ ,ℋ𝑠 =

⎛

⎜
⎜
⎝

1 0 0 0
−1 1 0 0
−1 0 2 −1
0 −1 0 1

⎞

⎟
⎟
⎠ .

The eigenvalues of ℋ𝑠 are calculated as 𝜆1 = 2, 𝜆2 = 𝜆3 =
𝜆4 = 1. The matrices 𝐺1, 𝐺2 in (5) can be chosen as

𝐺1 =

⎛

⎝
0 1 0
−1 0 1
0 0 0

⎞

⎠ , 𝐺2 =

⎛

⎝
0
0
1

⎞

⎠ .
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Obviously, (𝐺1, 𝐺2) is stabile. Thus, the gain matrices
𝐾1,𝐾2,𝐾3 are obtained by solving the algebraic Riccati
equation (14):

𝐾1 =

( −4.4883 0
0 −1

)

𝐾2 =

( −4.3131 0
0 −1.7321

)

𝐾3 =

(
1.3742 0.3340 −2.7884

0 0 0

)

.

Therefore, the simulation result about the state 𝑥1 and 𝑥2

are shown in Fig. 2 and Fig. 3. The output of the four agents
and the reference signal are shown in Fig. 4.

V. CONCLUSIONS

Distributed control for second-order leader-following multi-
agent systems had been solved. All the outputs of the agents
reach a common trajectory. The dynamic of the leader agent
is different with the follower agents. If the digraph contains
a spanning tree. A compensator is designed to making the
closed-loop system matrix stable. Then the problem was
solved using an appropriate control law in Theorem 1, and
a corollary was given to show that out result also contains
the output synchronization problem. At last, an example was
given to show the effectiveness of our results.
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