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Abstract—Micro-expression is a very short and rapid
involuntary facial expression, which reveals suppressed affect.
Recognizing micro-expression can help to accurately grasp the
real feelings of people, a result that can have an important
practical impact. But the scholars’ studies have demonstrated
that real micro-expression is difficult to identify. There are two
main restrictive factors, one is the need of a comprehensive and
typical database, and the other one is the need of a suitable
method. This paper proposes a combination of local binary
patterns from three orthogonal planes (LBP-TOP) and the
nearest neighbor method, and does experiments on a large
database. At last, a reasonable result is obtained.

Keywords—micro-expression; LBP-TOP (local binary patterns
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Micro-expression is a kind of very rapid facial expression.
Its duration is only 1/25 to 1/5 second. It is unconscious and
reveals the true feelings people try to suppress [1]. Micro-
expression was first discovered by Haggard and Isaacs in 1966
[2]. In an accidental opportunity, Ekman and Friesen also
found the micro-expression in 1969 [3]. Micro-expression
caused the attention of the scholars once it was found. And it
aroused wide concern of the media [4] and the scientific
community [5]. Researches on micro-expression have gone
through a history of more than 40 years. During this period,
scholars have made a lot of researches on micro-expression,
including the generation mechanism of micro-expression and
the ability for people to recognize micro-expression [6, 7].

INTRODUCTION

Recognizing micro-expression can help to accurately grasp
the real feelings of people, a result that can have an important
practical impact. Micro-expression is often accompanied by
lies. Ekman et al. carried out a series of studies on micro-
expression. They analyzed the relationship between micro-
expression and lies, and proved that micro-expression is an
effective clue to lies. It can be widely used in fields such as
security, justice, clinical and so on. The form of micro-
expression is the same as the regular expression. It includes
seven types of basic expressions: happiness, sadness, fear,
disgust, surprise, anger and contempt.
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In recent years, a few scholars have begun to research to
recognize micro-expression using algorithms. Polikovsky et al.
[8] let ten college students show micro-expression and used a
camera of 200 frames per second to record. They made the
faces of expression in regions and used 3D gradient histogram
descriptor to extract the movement of each piece. They
successfully identified 13 kinds of micro-expression at last.
Shreve et al. [9, 10] let the participants watch the videos of
micro-expression and then asked them to imitate. They
described micro-expression using strain mode. They also used
strain mode to detect micro-expression, and distinguished
micro-expression from exaggerated expression successfully.
Pfister et al. [11] put forward a spontaneous micro-expression
recognition framework. They used psychological method to
successfully induce a spontaneous micro-expression database.
They made the sequences in blocks and used a special and
temporal partial texture descriptor in combination with multi-
kernel learning, random forests, and support vector machine
(SVM) for classification. Wu et al. [12] designed an automatic
micro-expression recognition system. They also used
psychological method to induce a spontanecous micro-
expression database. They used Gabor filter and the SVM
method and successfully recognized micro-expression.

Compared with the ordinary expression, micro-expression
is very difficult to recognize. We found some problems from
other scholars’ study. First of all, the databases used in most
experiments are imitative [8, 9, 10, and 13]. Subjects were
asked to imitate micro-expression and the expressions they got
have a certain similarity model and cannot represent the real
situation. Secondly, most experiments make sequences in
blocks in order to refine the movement. Sequences in blocks
will lead to the increase of the amount of calculation and
information redundancy. Finally, the methods used in the
classification phase are complex and may lead to loss of
characteristics.

According to these situations, this paper uses a large and
new spontaneous micro-expression database. We combine the
most effective feature extraction method LBP-TOP (Local
Binary Patterns from Three Orthogonal Planes) with the most
direct classification method the nearest neighbor. We don’t
make the sequence in blocks. At last, a reasonable result is
obtained.



The structure of this paper is as follows. In Section 2 we
discuss the methods we use. Section 3 presents the database of
spontaneous micro-expression we use in the experiments.
Experimental results are discussed in Section 4. We conclude
the paper in Section 5.

II. FEATURE EXTRACTION AND CLASSIFICATION METHODS

A. LBP-TOP Operator

Facial feature extraction is the most critical step in
expression recognition. We need to extract facial expression
features clearly and effectively, in order to recognize
expression accurately. Researches on expression feature
extraction based on dynamic image sequences are much less
than feature extraction based on static images. Because of the
short duration and the small intensity of micro-expression,
micro-expression feature extraction based on dynamic image
sequence becomes a very difficult task. We need to further
analysis the database and choose the appropriate method.

There are no new methods for micro-expression feature
extraction. Scholars mostly choose to do a more subtle
preprocessing on micro-expression sequences. Then they use
the ordinary expression feature extraction methods to extract
the features. Through the in-depth study of the database, this
paper select LBP-TOP for feature extraction.

LBP-TOP method [14] was put forward by Guoying Zhao
team at the University of Oulu in Finland, 2007. The purpose
was to overcome the insufficient that LBP used on sequence
image processing and make the calculation more simplify.

LBP (Local Binary Patterns) operator was put forward by
Ojala [15]. It is a powerful method to describe the texture
features. The core idea of LBP is to compare the center pixel
value with the neighborhood pixel values. Then we get the
binary codes of the neighborhood pixels. If a neighborhood
pixel value is greater than the center pixel value, then the
corresponding binary code is one, on the other hand, is zero.
We put the binary numbers strung together, and let it be the
new center pixel value. Finally, convert the binary number to a
decimal number, and the new decimal number is the local
binary pattern of the center pixel. The calculation process is as
shown in (1):

LBP(x,,y,) = (g~ )2 (1)

i

Where (x,,y,) is the center pixel, g, is center pixel value,

g/ (i=0,---,7) are neighborhood points values and
s(g—g.)= .
gL gL 0 gi _gc < 0

The calculation process of a basic LBP operator is shown
as Fig.1.

For the points not completely on the pixel positions, the
gray values are obtained by using the bilinear interpolation

algorithm. LBPY means there are P points in the
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Fig. 1. The calculation process of a basic LBP operator

neighborhood of radius R. LBPB,, LBP’ and LBP; are the

commonly used LBP operators. Several extended LBP
operators are as shown in Fig. 2.

LBP-TOP combines the temporal and spatial features of an
image sequence on the basis of LBP, and extracts the dynamic
texture features of image sequences from three orthogonal
planes. These dynamic texture features are used to express the
spatial and temporal and motion characteristics of image
sequences.

The same as LBP operator to extract the features, LBP-
TOP operator also see a pixel in the image sequence as the
center pixel and uniformly extract neighborhood points from
its three orthogonal planes. Fig. 3 describes extract
neighborhood points from three orthogonal planes.

Using LBP-TOP to extract features on dynamic sequences
is very effective. It both considers the distribution of
characteristics in each plane and effectively combines the
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Fig. 2. Several extended LBP operators. (a) LBE, (b) LBPX2 (c) LBPlf,
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Fig. 3. Extract neighborhood points from three orthogonal planes



characteristics of the three orthogonal planes. But the ordinary
LBP-TOP algorithm uses the same LBP operator on the three
orthogonal planes, ignoring the differences among the three
planes.

Because of not knowing the motion directions of the
dynamic texture, it is not reasonable to just think the
neighborhood points are on the line whose benchmark is the
center pixel. For improvement, we can expand the ordinary
neighborhood to circular neighborhood as well as to oval
neighborhood.

Generally, the radii in axis X, Y and T, and the number of
neighborhood points in the XY, XT and YT planes can also be
different. They can be marked as R, ,R,,R,,P,,, Py, Py, as

shown in Fig. 4 and Fig. 5. Fig. 4 shows extract neighborhood
points of the circular and elliptical neighborhood from the three
orthogonal planes. Fig. 5 shows extract each surface from Fig.
4. Then we can clearly see the selected parameters on the three
orthogonal planes.

The corresponding
LBP-TOP,

feature is written as

L PaBr Ry Rk, - Suppose the coordinates of the
center pixel g, . is (x,.,»,,t,). Then we can use the following

formulas to compute the pixel coordinates of each orthogonal
plane.

Fig. 4. Different radii and number of neighbor points on three planes

The coordinates of g, , are given by:

e
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Fig. 5. Detailed sampling for Fig. 4. (a)XY plane, R, =3, R, =3,

P, =16, (b) XT plane, R, =3, R, =1, P, =8,(c) YT plane, R, =3,
R, =1, P, =8.
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(x.—Rysin(27zp/ P,),

2
Y, +R,cos(2zp/ Py ). t.), p=0,1-, Py —1.
The coordinates of g, , are given by:
(xC—RX sin(27zp/ Py ).y, 3)
t,—R,cos(2zp/Py)),p =01+, Py —1.
The coordinates of g, , are given by:
x.,y.—R,cos(2zp/F,),

t,—R,sin(27p/ B,)),p=0,1, B, —1.

This is different from the ordinary LBP widely used in
many papers. It expands the definition of LBP.

B.  Nearest Neighbor Method

Expression classification is the final step of facial
expression recognition. Its goal is to classify the expressions
according to effective features. The features extracted for each
sequence in this paper are 3*59 matrixes. They can be
transformed to 1*177 dimensional row vectors. Then we can
classify the features by calculating the spatial distance between
each feature. In this paper, we select the nearest neighbor
method as the classification method, because it can directly
compare the distances between vectors.

The idea of the nearest neighbor method is to compare the
distances between the unknown samples with the entire known
samples, and to judge the distances between samples. In all
distance decisions, Euclidean distance is very good at
measuring the similarity between samples. Here we choose
Euclidean distance as the distance measurement.

Euclidean distance is defined as follows: Suppose there is a
two-dimensional space. Its coordinate axis are X and Y. The
distance d,, between two points £, and P, in this space is:

d,= Jdx* +dy? 3)
Where:
dx=x,—x,dy=y,-» (6)

The classification rule of the nearest neighbor method is to
calculate the distance between each point in the feature space,
and see the distances as the similarity measurement of samples.
If the distance of two samples in the feature space is close, then
the similarity of them is great.



I11. DATABASE

In this paper, SMIC database (Spontaneous Micro-
expression Database) [17] is used for spontaneous micro-
expression recognition.

SMIC includes 164 micro-expression video segments of 16
subjects. In the database, micro-expression is classified as
positive, negative and surprise. The positive expression is
“happy”. The negative expression includes “sad”, “fear” and
“disgust”. The number of each kind of video is 70, 51 and 43.
Video length is from 11 to 58 frames.

This database is a new spontaneous micro-expression
database. The database contains men and women, Asians and
Europeans, wearing glasses and not wearing glasses, and
subject with or without whiskers. The database is wide range
and is very close to the real situation. In this paper, we select
two kinds of micro-expression for experiment. They are
negative expression and positive expression. A micro-
expression sequence is as shown in Fig. 6.

This is a negative expression. It is a briefly slight frown of
the subject. As you can see, the movements between frame and
frame in the sequence are too low to see by naked eyes. We
need to watch the sequence dynamically and continuously to
find the movements.

IV. EXPERIMENTS AND RESULTS
A. Use the LBP-TOP Operator to Extract Features

We can see that the facial movements are very delicate
through careful analysis of the characteristics of dynamic
micro expression sequences in the database. We need a method
which is good at describing the texture and extracting the
features. This paper selects the most advanced dynamic texture
processing algorithm LBP-TOP as the feature extraction
method. The clipped pure face region of each sequence is seen
as a whole block. Then extract LBP features from the three
orthogonal planes.

When scholars use the LBP-TOP method to extract
dynamic features, they usually divide the sequences into pieces
of x*y*t. So the changes of dynamic texture can be more
prominent. The resolution of sequences used in this paper is

. . = = = o

Fig. 6. A sequence in the database
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not very high. Considering the computational complexity, we
don’t make the sequences in blocks. A micro-expression
sequence is seen as a whole block. Then we extract the
dynamic features of the sequences according to the following
steps:

1) Suppose that a center pixel of a frame in the sequence is
(x,»,t) . Then extract its LBP features from three orthogonal

planes. Calculate the decimal value of the LBP features and
record them as:

f()(xc’yc’tc)’fl (xc’yc’tc)’fZ (xc’yc’tc)

2) For each pixel, calculate its local binary patterns on the
three orthogonal planes. The histogram of the local binary
patterns of the dynamic image sequence in each orthogonal
plane can be defined as:

Hisj :Zx,y,tl{](j (X,y,t)Zi},
iZOa'”anj _1;]:0,1,2

W

Where 7, is the number of different labels processed by
LBP operator in the j th plane (j=0:XY,1: XT,2:YT) ,
f; (x,y,t) is the LBP code of central pixel (x,y,¢) in the j th
Lif 4
0,if 4

is true,

plane, and /(4) ={ is false

3) Finally, cascade the histograms of three orthogonal
planes and get the LBP-TOP feature of the whole sequence.

Due to the differences between individual subjects, the
sizes of cutting pure face regions are not the same. Because the
lengths of the sequences are different, the dimensions of
extracted features are different. We can use (8) to normalize
features into a specific dimension:

H

iJ

n,le

k=0 t1f ;

N, = ®)

In this paper, the characteristics extracted are 3*59 matrixes.
We normalize them to 1*177 dimensional row vectors, in order
to calculate conveniently. One of the result histograms is as
shown in Fig. 7. This is the result histogram of Fig. 6.

From Fig. 7 we can see that the movement of XY plane is
more stable than the other two planes. In XY plane, the
fluctuation is not very big. In XT and YT plane, the
fluctuations are much bigger than the XY plane. XT and YT
plane also contain a lot of features. The movements of the two
spatial planes change obviously. It proves that the XT and YT
planes are very important for feature classification and
expression recognition. So combining features extracted from
three orthogonal planes as the final feature is reasonable.
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Fig. 7. LBP features of three orthogonal planes. The horizontal axis
represents the features after normalization. The vertical axis represents the
corresponding proportions. (a) is the LBP histogram of the XY plane, (b) is
the LBP histogram of the XT plane, (c) is the LBP histogram of the YT
plane, (d) is the LBP histogram cascaded by three orthogonal planes, namely
the LBP-TOP feature of the sequence.

B. Use the Nearest Neighbor Method to Recognize Micro-
expression
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In the feature extraction part we get a series of 1*177
dimensional row vectors, namely the final feature of the
sequence. The dimensions of extracted characteristics are low,
so we can directly calculate the distances between the vectors
to classify the samples. We randomly select some feature
vectors as the training samples, the remaining as the testing
samples. Then compare the Euclidean distance between each
testing sample and each training sample and use the nearest
neighbor method for classification.

Suppose there are m training sample x and n testing
sample y . Define the distance between a testing vector y; and

a training vector x, as:

i Z(xik Vi )2 )

Then, for each Vs calculate its distances with the entire

training samples. For each testing sample, there is a nearest
distance. The corresponding training sample indicates the
category of that testing sample. The following formula is used
to calculate the nearest distance:

d, =mind, (10)

1<ism Y

In the experiment we select two kinds of expressions,
including 70 negative sequences and 51 positive sequences. In
the feature extraction stage, we extract the LBP-TOP feature of
these sequences and save them. In the classification stage, we
randomly select some feature vectors as the training samples,
the remaining as the testing samples.

First of all, a comparison was carried out between person-
unrelated experiment and person-related experiment. In the
person-unrelated experiment, micro-expression feature vectors
of one participant were selected as the testing samples each
time, and the rest 15 participants’ micro-expression feature
vectors were selected as the training samples. In the person-
related experiment, one “positive” and one “negative” micro-
expression feature vectors were randomly selected from each
participant as the testing samples, the remaining as the training
samples. The experiment was carried out many times to ensure
that every micro-expression feature vector was repeatedly
appeared in the training samples and the testing samples. The
experimental results are shown in Table 1.

From the table we can see that the recognition accuracy of
person-unrelated experiment was far smaller than the
recognition accuracy of person-related experiment. The micro-
expression recognition accuracy was influenced by individual.
When samples of the same participant appeared in the testing

TABLE L COMPARISON BETWEEN PERSON-UNRELATED EXPERIMENT

AND PERSON-RELATED EXPERIMENT.

Experiment type Recognition results
person-unrelated 53.72%
person-related 65.83%




set and the training set at the same time, it is more probably to
identify correctly.

The choice of parameters can also affect the final
recognition results. In this paper, we select R, =R, =1,

R, =2, P, =F, =F =8 .When the parameters change, the

results are different. Some of the results corresponding to
different parameters are shown in Table 2.

It can be seen from Table 2 that different parameters have a
big influence on the results. Compare the results of (1,1,2,8,8,8)
with (2,2,2,8,8,8) and (3,3,2,8,8,8), we can see that when R,

and R, become bigger, the recognition results become poorer.

It proves that the radius in the X and Y axis should not be too
big. A big radius is bad for feature extraction as well as the
final classification results. Compare the results of (1,1,2,8,8,8)
with (1,1,1,8,8,8) and (1,1,3,8,8,8), we can see that the change
of R, also influences the recognition results. It proves that, in

order to get a reasonable classification result, we need to select
an appropriate radius in T axis. Compare the results of
(1,1,2,8,8,8) with the rest combinations of parameters, we can
also see that the number of neighborhood points can affect the
recognition results. For example, when the feature point is 4,
the scale of extracted characteristic is too small, some gradient
information is lost and the recognition result is poor.

The distribution of the training set and the testing set will
also affect the final recognition result. We did some
experiments on this issue. We did experiments when the ratio
of the training set and the testing set are 5:1, 4:1, 3:1, 2:1 and
1:1 respectively. In the experiments, all the samples are
randomly divided into many groups of roughly equal size.
Each time some of these groups are selected to be the training
samples, the remaining as the testing samples. For example, in
the experiment when the ratio of the training set and testing set
is 5:1, 1/6 of the total groups are selected as the testing samples.
Change the testing samples and do the experiment many times,
in order to achieve the goal of cross validation. Some
experimental results are shown in Table 3.

It can be seen from Table 3 that the distribution of the
training set and the testing set can also affect the final
recognition results. In this paper, the higher the proportion of
the training set is, the better the identification effect is. If we
increase the training set appropriately, we can achieve an
optimize result.

TABLE IL RECOGNITION RESULTS CORRESPONDING TO DIFFERENT
PARAMETERS
Parameters(R,,R,,R.,P,,P,,P, ) Recognition results
1,1,24,44) 52.78%
(1,1,2,8.8,4) 63.89%
(1,1,2,8,48) 59.72%
1,1,2,4,8,8) 60.00%
(1,1,2,8.8,8) 65.83%
(2,2,2,8,8,8) 51.94%
(3,3,2,8.8,8) 49.17%
(1,1,1,8,8.8) 61.67%
1,1,3,8,8,8) 60.00%
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TABLE IIL RECOGNITION RESULTS CORRESPONDING TO DIFFERENT
DISTRIBUTIONS OF THE TRAINING SET AND THE TESTING SET
Training set: Testing set Recognition results
5:1 63.00%
4:1 62.15%
3:1 61.67%
2:1 60.36%
1:1 60.00%

V. CONCLUSION

In this paper, we select a new combination of methods and
database, and recognize micro-expression successfully. Many
scholars think that it is difficult or impossible to identify micro-
expression, so the experiments on identifying micro-expression
are rare. The main reasons that it is difficult to identify micro-
expression are as follows: There isn’t a big enough and
representative database. The feature extraction methods used
are not very appropriate. The classification methods are
complicated. This paper avoids these problems. Firstly, we use
a large spontaneous micro-expression database. Secondly, in
feature extraction part, we use the most effective local texture
descriptor. At last, in the classification part, we use the nearest
neighbor method to directly compare the extracted
characteristics. It avoids the problem of the loss of data. So we
think that if we select the right method, we can identify micro-
expression successfully.

The methods used in this paper have a limitation. When the
dimensions of extracted characteristics become bigger, it is not
suitable to use the nearest neighbor method for classification.
The nearest neighbor method is to directly compare the
distances between the unknown samples with the entire known
samples. When the dimensions of samples are small, it is very
convenient to calculate. When the dimensions of samples are
big, the computational complexity is very big. Then the nearest
neighbor method is obviously not suitable to be used.

In this paper, the best facial micro-expression recognition
rate obtained is 65.83%. But expression recognition rates for
ordinary expressions are mostly more than 90%. Our result is
much lower than this value. However we think the
experimental result of this paper is reasonable. Reasons are as
follows. In fact, the complexity of database is one of the most
important reasons restricting micro-expression recognition
accuracy. Firstly, in terms of subjects, micro-expression
database subjects are asked to suppress their own expressions.
The movements of their expressions are slight. The differences
between different kinds of expressions of the same person are
small. The same kinds of expressions for different people are
affected by the individuals. Secondly, in terms of labeling,
micro-expression sequences are not easy to label. The start
time and the end time of micro-expression are not correct and
prone to errors. For example, some subjects’ faces with subtle
facial movements are captured as micro-expressions. The
wrong samples are not easy to identify. Because of the
complexity of database the micro-expression recognition rates
are not high.

Future research direction can be summed up as the
following two points: Firstly, in terms of algorithm, we can
combine several feature extraction methods in order to extract
the characteristics of dynamic micro-expression sequences



effectively. Secondly, in terms of the database, we can make a
more subtle processing. For example, we can expand the tiny
micro-expression to the exaggerated expression according to a
certain proportion to extract the characteristics more easily.
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