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Abstract—This paper presents an appearance feature based fa-
cial expression recognition system using Kohonen Self-Organizing
Map (KSOM). Appearance features are extracted using uniform
Local binary patterns (LBPs) from equally sub-divided blocks
applied over face image. The dimensionality of the LBP feature
vector is further reduced using principal component analysis
(PCA) to remove the redundant data that leads to unnecessary
computation cost. Using our proposed KSOM based classification
approach, we train only 59 dimensional LBP features extracted
from whole facial region. The classifier is designed to categorize
six basic facial expressions (happiness, sadness, disgust, anger,
surprise and fear).

To validate the performance of the reduced 59 dimensional
LBP feature vector, we also train the original data of dimension
944 using the KSOM. The results demonstrates, that with
marginal degradation in overall recognition performance, the
reduced 59 dimensional data obtains very good classification
results. The paper also presents three more comparative studies
based on widely used classifiers like; Support vector machine
(SVM), Radial basis functions network (RBFN) and Multi-layer
perceptron (MLP3). Our KSOM based approach outperforms
all other classification methods with average recognition accu-
racy 69.18%. Whereas, the average recognition rated obtained
by SVM, RBFN and MLP3 are 65.78%, 68.09% and 62.73%
respectively.

Index Terms—Self-organizing map, Facial expression recog-
nition, Local binary patterns, Principal component analysis,
Support vector machine, Multi-layer perceptron, Radial basis
function.

I. Introduction

A recent challenge in designing computerized environments

is to keep the human user at the core of the system. To have a

truly affective human-computer intelligent interaction systems

(HCIIs), the computer needs to be capable of interacting with

the user in a natural way (the way in which two person

interacts with each other). To recognize an emotional state,

HCIIs should interpret non-verbal behavior like: voice, body

gesture and facial expressions. Among three, facial expression

is the most natural means of communicating human emotions,

intentions and opinions to each other. [1] showed in their

research work, that 55% of the emotional information is
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conveyed by facial expression alone. Remaining voice tone and

spoken words conveys 38% and 7% of the information respec-

tively. [2] did a psychological research on facial expression and

they concluded that there are six basic facial expressions which

are universal. The six basic expressions include happiness,

sadness, disgust, anger, surprise and fear. Facial expression

recognition system can broadly be categorized into three basic

parts: Face detection, features extraction and classification.

The organization of the paper is as follows: section II

presents related work done during last few years, section

III demonstrates a brief overview of the proposed approach,

section IV shows the method of extracting LBP features from

an image, section V gives an explanation about how LBPs

features are extracted using sub-blocks. Section VI explains

the motivation behind using SOM based facial expression

recognition system and the fundamental theory behind it,

section VII depicts all the confusion matrix of recognition

performances obtained using the proposed KSOM based clas-

sifiers and 3 other widely used classifiers, such as SVM, RBFN

and MLP3. Finally in VIII conclusions are drawn.

II. Previous work

Researchers are rigorously working in this field for decades.

Numerous work had been done in facial expression analysis

and recognition [3], [4], [5], [6], [7], [8], [9], [10], [11], [12],

[13], [14], [15].

The two most challenging aspects of facial expression

recognition system are to get the relevant facial features

and to apply the classifier which can best describe those

features. Generally, there are two common types of facial

features extraction techniques: geometric based methods and

appearance based methods. Geometric based approach mainly

depends on how we perceive an expression; i.e, based on

shrinking/ widening of eyes, eyebrows, lips, nose etc. This

approach mainly focuses on finding out the displacement/

angular changes of the feature points with respect to a neutral

expression. But, the main drawback with this technique is it’s

sensitivity noise and accumulation of errors while tracking

those features which makes the accurate detection of those

feature points quite difficult. Whereas, appearance features are

less sensitive to noise and can encode micro patterns present in

the skin texture of face which are very important information

for expression recognition.

One of the vital issues in automatic facial features extraction

method is to represent visual information that can reveal the
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slightest facial movement usually occurs due to change in

expression. Some of the attempts those were made during the

successive years are: Optical flow analysis [16], Local binary

patterns (LBPs)[17], Level Set [15], Active appearance model

(AAM) [16], Geometric analysis of facial features [18].

Though, methods like AAMs and ASMs are recognized to

be generating accurate facial features detection results, but

they have one major drawback. Such model based methods

need prior information about the shape features. Mostly the

initial facial feature points’ locations are marked manually.

[17] proposed Local binary Patterns, which is a powerful

means of texture description. Most important properties of

LBPs are its robustness to change in illumination and com-

putational simplicity. [12] found appearance based features by

dividing the face image into sub-blocks.

Previous studies reports, that a facial expression recognition

system needs a classifier which can perform well to classify six

basic facial expressions (Happiness, Sadness, Disgust, Anger,

Surprise and Fear). The powerful classifiers those are generally

applied in facial expression recognition systems are: Multi

Layer Perceptron (MLP3) [19], Radial basis function network

(RBFN) [20], [21], Support Vector Machine (SVM) [22] and

rule based classifiers [11] etc.

III. Overview of the proposed approach

We extract the face from the given image using Viola

Jones’ face detection algorithm [23] [24]. We further process

the face image to crop out the unnecessary regions such

as: hairy regions, regions near to ears, that generally leads

to extra computation cost. The face image is resized into

a standard image size 240 × 240 using linear interpolation.

The re-sized image is sub-divided into 16 equally placed sub-

blocks each of size 60× 60. We extract uniform LBP features

of dimension 59 from each of the sub-blocks and concatenate

them in order, resulted into 944 dimensional feature vector that

retains location ans structural information of facial features.

We apply PCA based data dimensionality reduction approach

over extracted 944 dimensional data and found that only 59

principal components are providing the significant contribution

in classification process; rest are mostly redundant data. The

most significant 59 dimensional eigen vectors are used to train

our KSOM based classification approach. The KSOM [25]

has an inherent property of clustering the data in an order

that preserves the topology of input data. This characteristics

of KSOM helps in arranging the data with small change in

feature space to get clustered into closer zones. As there is

a direct relationship between the small change in expressions

and small change in feature zones, this property of KSOM

in terms helps to have a better facial expression classification

approach.

In this paper we compare our approach with SVM, RBFN

and MLP3.

IV. Local Binary Patterns

The original Local Binary Pattern (LBP) was introduced

by [17]. The basic assumption was that texture has locally

two complementary aspects: pattern and strength. [26] [24]

Original version works for 3 × 3 pixel operator size. The

operator within the block of size 3 × 3 pixels thresholds the

neighborhood pixels based on the value of center pixels.

For a gray scale image I(x, y), assume that the gray level at

an arbitrary location x, y) be given as gc. I. e., gc = I(x, y). For

an evenly space circular neighborhood with P sampling points

and R radius around the center pixel (x, y), the gray value of

pixel at pth sampling point is gp, given by

gp = I(xp, yp), p = 0, . . . , P − 1 (1)

and the coordinate values of the sampling point is defined

as

xp = x + R cos(2πp/P), (2)

yp = y − R sin(2πp/P). (3)

The thresholding binary operator S (gp − gc) can be given

as

S (gp − gc) =


1 if gp ≥ gc

0 otherwise.

In basic LBP, the LBPPR, decimal equivalent of the P bit

binary operator is computed by applying a binomial factor to

each of the S (gp − gc). It is calculated as

LBPP,R(xc, yc) =

P−1∑

p=0

S (gp − gc)2
p
. (4)

An example of a basic LBP operator is demonstrated in Fig.

2. The neighborhood pixels are threshold based on the value

of center pixel. The threshold pattern gives 8 bit binary value,

which is further converted to decimal equivalent value. Thus,

the LBP8,1 = 145.

1925 7

31 20 26

9 15 8 0 0

Threshold

1 0 0

1 1

0

Binary = 1 0 0 1 0 0 0 1

Decimal = 145

Fig. 2: An example of basic LBP operation showing the gen-

eration of decimal value after thresholding the neighborhood

pixels.

The main motivation behind using LBP patterns is its

robustness to change in illumination and computational sim-

plicity. Moreover, the operator is capable of detecting texture

primitives, such as spot, line end, edge and corner are detected

by operators. An example of the texture premitives those can

be detected by LBP operator is shown in Fig. 3.
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Fig. 1: An example of sub-block based classification technique using concatenated LBPs obtained from each

sub-block.

CornerEdgeLine endSpot / flatSpot

Fig. 3: Figure showing the texture primitives those are detectable by using LBP. circles with white color shows

ones and the circles in black shows zeros.

[17] proved that only a subset of the 2P patterns extracted

using basic LBP operator is sufficient enough to describe most

of the texture information within the image.

In this work we use uniform patterns in-stead of basic LBP

patterns. A uniformity measure of a local binary pattern U is

the number of bit-wise transitions from 0 to 1 for a circular bit

pattern. The uniformity measure of U pattern is at most 2. As

an example, for LBP(8, 1) the patterns 00000000, 11111111

falls under category of zero transition. and patterns 00001111

falls under category of one transition and patterns 00111000

falls under two transition. [17] observed that for textured

images, more than 90% of the information conserved in 8, 1)

neighborhood. The total number of labels in uniform LBPu2
8,2

is 59 (58 labels for uniform patterns with at most transition 2

and the patterns with transitions U(x) ≥ 2, called non-uniform

patterns are assigned to a single label, totally 59 labels in

LBPu2
8, 1

).

The histogram of the LBP image LBP(x, y) can be computed

as

Hk =
∑

x,y

S (LBP(x, y) = k, k = 0, . . . , n − 1 (5)

where n is the number of different labels produced by LBP

operator. In this case n is equal to 59 for uniform LBP.

V. Sub-block based LBP features extraction and

dimensionality reduction

When LBP histogram of dimension 59 is extracted from the

whole face image, the features encodes only the presence of

micro patterns. The patterns contain no information about it’s

location. Face image of size 240 × 240 is equally sub-divided

into blocks of size 60 × 60, totally 16 sub-blocks. Each sub-

block (R1, . . .R15) contributes uniform LBP feature vector of

dimension 59. When all the feature vectors are concatenated

in order, we obtain a new feature vector of dimension 944, that

preserves location and shape information of the facial region.

The concatenated histogram can be defined as
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Hk,r =
∑

x,y

S {LBP(x, y) = k} LBP{(x, y) ∈ R j} (6)

where k = 0, . . . , 58 , j = 0, . . . , 15.

To check redundancy among data and remove them, we per-

form principal component analysis over the 944 dimensional

LBP feature vector. It is observed that only first 59 principal

components are contributing significant information and rest

are found to be of almost zero variance. We keep only the first

59 eigen vectors and discard the rest.

VI. Expressions Recognition using KSOM

Kohonen Self Organizing Map (KSOM) [25] has an inherent

property of clustering the data in an order that preserves the

topology of the input vector; i.e, the data with small changes

gets clustered in closer zones. This property in terms helps in

better classification of facial expression data, as similar data

with small change in expression gets clustered near to each

other.

Figure 4 shows the flow diagram of the SOM based fa-

cial expression recognition system. Each frame from every

video clip is processed separately. Face is detected initially

followed by face normalization after cropping and removing

some unnecessary facial regions. We resize the face image

to 240 × 240 pixel resolution. The image is then sub-divided

into 16 equal non-overlapping blocks with each block size

60 × 60 pixels. We apply LBP filter of size 3 × 3 on each

block and obtain corresponding histogram images. The LBP

features are concatenated in order to obtain 944 dimensional

feature vector. The feature vector is further processed by PCA

that keeps only 59 principal components which are found to

be retaining significant information needed for expressions

recognition. The feature vector x ∈ R59 is thus given as input to

the KSOM network of size 10× 8. The Figure 5 demonstrates

a pictorial overview of the parameters mapping from lattice

space to the emotion space. A linear mapping is established

between input and output space. Since we need six distinct

classes as output classes ( Happiness, Sadness, Disgust, Anger,

Surprise and Fear), we set the desired output to be either 1 or

−1 format. I.e, if the desired output is happiness, we set it as

{1 − 1 − 1 − 1 − 1 − 1}. 1 represents true state of the class

occurrence and −1 represents the false state.

A. SOM based model

The SOM network updates 3 parameters: a weight vector

W j = [w j,1,w j,2, . . . ,w j,59] ∈ R59, matrix A j ∈ R
6×59 and b j ∈

R
6 a bias vector parameter. Here j denotes the jth node in

the KSOM network. The work done by [27] gives a complete

explanation about the KSOM based model and update rules

used for all three parameters. For a KSOM network, the entire

network participates in generating output for a given input

vector x ∈ R59.

For each node j ranges from 1, . . . , (10 × 8), the the output

vector z j(n) ∈ R6 at iteration n is given as

z j(n) = b j(n) + A j(n)[x − w j(n)] (7)

Video clips from database

Face Normalization

& Face  detection 

Sub−block based LBP 

features extraction

Feature concatenation

PCA based

dimensionality reduction

SOM based training

Emotion 

model

Fig. 4: System diagram of the proposed KSOM based

training approach

and the output of entire network, which is an weighted

average of the whole network, is given as

z(n) =

∑M×N
j=1 h j,i(n)z j(n)
∑M×N

j=1 h j,i(n)
(8)

where

h j,i(n) = exp(−
d2
j,i

2σ2
) (9)

is the neighborhood function that calculates the weight age of

the neighboring node at each iteration using euclidean distance

d j,i from the best matching unit (BMU).

The BMU is the node in the lattice structure whose eu-

clidean distance from the input vector x is smallest.

Since the output is discrete in nature, we pass the output

of the SOM network through a sigmoid function. Please refer

[27] for the parameters’ update rules.
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Fig. 5: Pictorial description of a 2 D KSOM network

for input vector x. This picture is taken from [27].

VII. Experimental Results

Publicly available MMI facial expression database [28]

is used for our experiments. We used 81 different video

clips taken from MMI database. The video clips contains

12 different characters where each character shows each of

the six basic expressions separately. Among the data 60%

of the data is taken for traning and remaining 40% is used

for testing. We extract LBP features of dimensions 944. the

features are passed through PCA to remove the unnecessary

or redundant data. The reduced LBP features x ∈ R59 and

the original concatenated LBP features x ∈ R944 are used for

training KSOM network. Table I shows the confusion matrix

for all the six basic emotions: (happiness (H), sadness (Sa),

disgust (D), anger (A), surprise (Sur), fear (F)) where the

feature vector x ∈ R944 is trained as tested using KSOM. We

observed that the average recognition accuracy obtained in this

case is 71.21%. Whereas, when we train the KSOM network

with x ∈ R59 (after applying PCA), the average recognition

performance is found to be 69.18%, which is just marginally

less then that of the previous one. Table II shows the confusion

matrix for KSOM based classification approach using feature

vector x ∈ R59.

The widely used classifiers: SVM, RBFN and MLP3 are

used to compare with our recognition performance. feature

vector x ∈ R59 is used for each of the three case. We use multi-

class libsvm library to train SVM classifier. Libsvm uses one

against one classification technique. The kernel type used in

this case of RBF as it is found to be giving better performance

compared to the other kernels like; polynomial and lineal

kernels. The radius of the kernel function is taken as 0.1 as

it is found (by trial and error) to be giving best recognition

accuracy. A parametric comparison among all the 4 classifi-

cation techniques is shown in Table VI. Table III shows the

confusion matrix generated after SVM based classification. An

average recognition accuracy of 65.78% is calculated in this

case. The recognition accuracy of other two neural network

based classifiers: RBFN and MLP3 are shown in the Tables

IV and V respectively. It is observed that RBFN outperforms

among the three classifiers with average rate of recognition

as 68.09%. Overall we see that, the proposed KSOM based

method performs better than all other approaches with highest

recognition accuracy 84% and average accuracy 69.18%.

VIII. Conclusions

The paper presents a new KSOM based facial expression

recognition system using only 59 dimensional LBP features

extracted from facial image. 16 non-overlapping sub-blocks,

each of size 60 × 60 is placed over the facial region. 944

dimensional LBP feature vector is obtained after sequentially

concatenating LBP vectors extracted from each of the sub-

blocks. We applied PCA to compress data from 944 dimen-

sions to only 59 dimensions. The results demonstrates that

KSOM performs very well when feature vector x ∈ R59 is ap-

plied. The average recognition rate obtained is just marginally

less than KSOM based approach applied over x ∈ R944. Use

of PCA removes unnecessary redundant data and thus leads to

less computation cost. To verify the outstanding performance

of KSOM based approach we further train the feature vector

x ∈ R59 using 3 widely used classifiers such as; SVM, RBFN

and MLP3. The average recognition rate of the classifiers are

found to be 65.78%, 68.09% and 62.73% respectively. On the

other hand, the KSOM based approach outperforms all other

classifiers with average recognition rate 69.18%.
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