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Outdoor Scene Understanding Using SEVI-BOVW Model

Haibing Zhang, Shirong Liu and Chaoliang Zhong

Abstract— A simple and effective novel approach for scene
understanding is addressed in this paper. Based on bag of visual
words (BOVW) model, explicit semantics associated with the
object image was embedded into visual words, and then various
types of visual words integrated, and finally the SEVI-BOVYW
(semantics embedded and vocabulary integrated bag of visual
words) model constructed. Mean Shift algorithm was employed
to recognize local region image in scene. Compared with
image understanding approaches presented in the literature,
the proposed approach here can remove a classification or
generative model during model training or testing. Objects
category recognition can be determined by the number of class-
specific semantic visual words, without complex reasoning. The
effectiveness of the proposed approach has been demonstrated
by the experimental results of scene understanding in a campus.

I. INTRODUCTION

S low-level image recognition based on computer

vision reaches maturity, more and more researchers
have started considering high-level scene understanding tasks
[1]-[3]. High-level scene understanding contains local and
global understanding [4]: the former focuses on analyzing
and describing the distributions and categories of the local
regions in the image, such as different categories of local
objects recognition and localization; the latter focuses on
understanding the global properties of a scene, such as scene
classification and recognition.

Many methods to local scene understanding have been
proposed, such as estimating labels pixel by pixel [5]-[7],
aggregating features over segmentation regions [8]-[11], and
predicting object bounding boxes [12][13]. Most of these
approaches require a discriminative or generative model to be
trained in advance for each class. In most cases, processing
a test image is also quite slow, as it involves steps like
running multiple object detectors over the image, perform-
ing graphical model inference, or searching over multiple
segmentations [3]. Recently, a few researchers have begun
advocating nonparametric, data-driven approaches suitable
for open-universe datasets. Such approaches do not do any
training at all. Instead, for each new test image, they try to
retrieve the most similar training images and transfer the de-
sired information from the training images to the query. Liu
et al. [14] proposed a non-parametric label transfer method
based on estimating SIFT flow or a dense deformation field
between images. The biggest drawback of this method is
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that the optimization problem for finding the SIFT flow
is fairly complex and expensive to solve. Tighe et al. [3]
implemented a nonparametric solution to image parsing that
is as straightforward and efficient as possible, and that relies
only on operations that can easily scale to even larger image
collections and sets of labels.

The above methods can achieve better performance of
scene understanding, but because of training a model, im-
age’s content reasoning processes are complicated that result
in a large amount of calculations. Inspired by the above
methods, we present a simple and effective approach without
complex reasoning. The proposed method is outlined in Fig.
1. It consists of SEVI-BOVW model construction and local
image region recognition.

The proposed approach for scene understanding can be
used in outdoor mobile robot navigation. Massive image
data can be transformed into simple knowledge in line with
the concept of human cognition, which is helpful to realize
the navigation and feasible region detection tasks. Besides,
it is convenient for human-machine interaction, knowledge
management and storage.

II. METHOD

This section presents our outdoor scene understanding
method as illustrated in Fig. 1. Sections 2.1 and section 2.2
describe SEVI-BOVW model construction and local image
region recognition, respectively.

A. SEVI-BOVW Model

The core part of SEVI-BOVW model is visual vocabulary.
The so-called "visual words” in traditional visual vocabulary
do not have explicit semantics, which essence is the image
element, and the understanding performance of the scene is
limited. We propose a semantic embedded and integrated vi-
sual vocabulary. Every visual word in the visual vocabulary is
given an explicit semantic. Then object recognition becomes
easier based on the SEVI-BOVW model.

a. SIFT feature extraction

First step to construct the SEVI-BOVW model is the local
feature extraction, and we adopt the popular SIFT feature. It
is necessary to determine the key local region of image, the
interest point detection method to determine the local region
sparsely distributed will lose a lot of information. Therefore,
dense SIFT features are extracted after evenly image division
in this paper, which can retain the maximum extent of image
information. As it is shown in Fig. 2, the input image is
divided into multiple image blocks of 16x16 pixels, and
interval between image blocks is 8 pixels, then SIFT features
are extracted from each image block.

b. Visual vocabulary construction
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Overview and sample result of our approach. In the training phase, a semantic embedded and integrated vocabulary is constructed. In the testing

phase, given an input image, local regions are obtained by image segmentation based on the mean shift algorithm. To extract the SIFT feature sets of each
local region, region histogram representation is formed based on semantic embedded and integrated vocabulary. According to the maximum number of
each kind of semantic visual words, the semantic category of the region can be determined.
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Fig. 2. Dense SIFT feature extraction. We take each image block center as
the sampling point, the image block is evenly divided into 4 x4 sub regions,
and gradient direction histograms are calculated in eight directions in the sub
region image of 4x4 pixels. Draw the accumulative value of each gradient
direction, so that it can form a seed point. All sub regions of image block
generate 4x4=16 seed points, so that each image block can be described
by the 16x8=128-d SIFT feature vector.

Universal visual vocabulary is obtained by training on
all the local features set of object categories. However, the
universal visual vocabulary has follow defects: 1) when there
are a large number of features, the clustering algorithm (such
as k-means clustering) result in a large burden to cause
low computational efficiency; 2) clustering algorithm on the
entire feature set clustering, resulting in different categories
to be confused with similar features, so the lower distinction
between the generated visual words.

The rationale behind building an integrated visual vocab-
ulary is try to find more specific discriminative visual words
from each object class in order to avoid interference with
other classes. Before the integration of each type of visual
vocabulary, the explicit semantic are embedded as it is shown
in Fig. 3. Step of semantic embedded and integrated visual
vocabulary construction is as follows:

1) If there are C' class objects, respectively for all kinds
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of SIFT feature sets using k-means clustering algorithm
training. And the SIFT feature dimension is 128-d.

2) Each cluster center is regarded as a visual word,
to generate the C' types of visual vocabularies V;
{vit, vig, oory Uir }, wWhere ¢ = 1,2, ..., C, k refers to the num-
ber of visual words in the ¢-th category of visual vocabulary.

3) According to the prior knowledge, the C' class objects
have a total of C' semantics. Corresponding semantic labels
are embedded to each type of visual dictionary:

V) = (v Ve, L vEy (1)

where .S; is semantic label of the i-th category of visual
vocabulary, such as building”, “car”, "road” and so on.

2 Car 2
4) Finally, we integrate the C' categories of visual vocab-
ularies that are embedded semantics:

V) — () v L vy @

B. Content Representation and Recognition of the Local
Region

Given a test scene image, it contains multiple spatial
objects. The research [8]-[11] have shown that, while the
image is divided into a number of local regions, the scene
understanding problem is simplified to identify each local
region. We adopt the mean shift algorithm for test image
segmentation in this paper, and recognize each local region.
a. Image segmentation based on mean shift algorithm

Mean shift algorithm [15][16] is a nonparametric method
based on the density gradient ascent. Comaniciu et al. [17]
applied the mean shift algorithm to the feature space analysis
by, and achieved good preference on image smoothing and
segmentation.
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integration of each type of visual vocabulary, the explicit semantic (such as ”sky”,

Mean Shift algorithm is applied to image segmentation
will be able to get a high-quality edge image. Given an RGB
image, first convert it to Luv color space, and in the space
of random position set a certain number of search windows.
Then for each window using the Mean Shift algorithm to
search the high density areas, and record the central position
to obtain a feature palette. According to a set of related
parameters, feature vectors in feature space are assigned to
the feature palette, finally to obtain segmented regions:

R={rp,jn=12,...,N} 3)

where N refers to the number of local regions after image
segmentation, r,, represents the n-th local region.
b. Local region recognition

After image segmentation, semantic annotation should be
carried out for each region. Each region contains a kind
of main object that has to identify and few other types of
disturbance.When objects of each class belong to regions
are of low similarity, a simple method for object recognition
is proposed based on the semantic embedded and integrated
visual vocabulary, which without the classifier or generated
model training and classification.

After constructing the semantic embedded and integrated
visual vocabulary and completing test image mean shift
segmentation, steps of image region identification are as
follows:

1) The Eqn. 2 can be written as:

(52)

(Se)yC
Vg ey

(7 (S
V( ) - cl(e)

v

“)

where C' is the total number of object categorles I =
1,2, o, [V 1
ulary of the c- th class which is embedded the corresponding
semantic S.; v lS( )

{7)(5 )

, is the | (¢)_th visual word of the c-th class
visual vocabulary.

2) Extract dense SIFT features, and each local region
contains a feature set:
)

fn - {71/111771%27 "'7unm}
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road” and so on) are embedded.

where n = 1,2,..., N, N represents the total number of
regions; m refers to the number of features that belong to
the region r,; ., refers to the m-th feature of n-th local
region.

3) Features in the region r, are mapped to the semantic
embedded and integrated visual vocabulary to obtain the
histogram representation:

S DI -
B ) =3 f0 i =12, VS (6
=1 "
Se
. 1, ||un; — i . Uél@g l,
fiw = q=1,2,...|V®and i £ q (7
0, otherwise
where h(l(‘g (ry) refers to the feature number of nearest

(5:).
Z‘l(c) k)

If the Euclidean of j-th feature 1, and visual word vjfls(;) is

Euclidean of features in region r, and visual word v

nearest, f(( , = 1, else f(( y =

4) For each region, its hlstogram representation can be
represented as:

(51)

R () ={BST) (), SV (), o, BT (1),
RSS2 (1) B2 (), oo B2 (), "
R (1), h5e >< s B ()}

where h'! l(‘g (r,,) refers to the frequency of ¢)-th visual word

of the c-th class visual vocabulary in the region r,,.

After getting the histogram representation of the region
Ty, content of the region r,, can be identified. According to
the maximum number of each kind of semantic visual words,
the semantic category of the region r;,, can be determined as
is shown in formula (9)-(11):



where
~v = argmax N, (r,) (10)
VL5
No(ra) = Y A5 (r) (11)

1(e)=1

where v = ¢ = 1,2,...,C, N.(r,) refers to the number of
visual words of semantic .S.. Visible to above, the proposed
method does not need other classification algorithms to
perform complex reasoning, and it costs a small amount of
calculation.

III. EXPERIMENT RESULT AND DISCUSSION

Image data is acquired in the campus environment, and
recognize the campus scenes such as sky, tree, building, road
and car, a total of 5 objects. The training samples are local
regions that intercepted from campus scene images and there
is no fixed size. And the training samples number of each
type is 40. Fig. 4 shows 5 samples from each training class.

sky

building

Fig. 4. Example of training samples. Every “local-object” (local region)
is intercepted from “intact-object”, and each local region contains a kind of
main object that has to identify and few other types of disturbances.

Fig. 5 shows the content recognition results of 4 campus
scene images (size of each image is 640x480 pixels). Where
the first column shows the original 4 images, the second
column is the edge image after segmentation using mean shift
algorithm, and the next five columns are objects’ recognition
results that adopt visual vocabularies of different length k.
Image segmentation result and length of visual vocabulary
have important influence on the result of the object recogni-
tion, we only study the latter. Namely, under the condition
that the image segmentation result has been established, we
study the effect of different visual vocabulary lengths on the
recognition results. The 4 image content recognition results
show that recognition results are the worst when &k = 40 ,
as k increases, the image content recognition performance
is improved. That is when the number of visual words
is too small, the different semantic concept image blocks
can be marked as similar visual words, which make the
recognition performance is relatively low. As the number of
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visual word increases, visual words discrimination between
classes increased to a maximum value, and it will not be an
obvious change later.

As described in section 2.2.1, feature extraction is a
method that adopts evenly image partition, and the size of
image block is 16x 16 pixels, interval between image blocks
is 8 pixels. After the image segmentation, there will be some
small local regions, when fewer sampling points of feature
fall within the small regions and the surrounding regions are
different categories, it is easier to make the wrong decision. If
there are no sampling points fall within the region, the region
has not been identified, so the image recognition results on
the presence of “black regions” represented by the unknown
regions. Because of the unknown regions are so small, the
impact of the ”black regions” understanding results for the
entire scene can be ignored.

IV. CONCLUSIONS

Based on the SEVI-BOVW model, the proposed approach
for scene understanding has the following characteristics:
1) each visual word in the integrated visual vocabulary is
given an explicit semantic according to the information of
categories, so the image primitives are risen to the specific se-
mantic concepts that help further image content recognition;
2) compare with the traditional method, reasoning process of
image content is simplified based on the semantic embedded
and integrated visual vocabulary, and it can obtain a good
understanding performance. This approach can be expanded
for the outdoor environment perception and autonomous
navigation for mobile robots.
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