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Abstract—In this paper we propose and investigate a concept
of imbalanced pattern recognition problems and evaluation meth-
ods of solutions applied to solve such problems. The attention
is focused on so called paper-to-computer technologies, but it
is not limited to them due to possible direct generalization to
other domains. Besides bringing a concept of imbalanced pattern
recognition problem, classification quality from the perspective
of single classes is considered. Parameters of binary classification
and parameters and measures used in signal detection theory
are adopted. Quality of classification in terms of one class contra
all others is taken into account. Then, classifiers performance
in frames of one class at the background of other classes
and in frames of impact of other classes on the given on are
evaluated. Finally, parameters characterizing global properties
of classification are introduced and illustrated.

I. INTRODUCTION

Pattern recognition problem is well elaborated for decades
and from different viewpoints. The volume of researches is
huge. It has implications in many areas. Its practical signif-
icance cannot be overestimated. Due to wide spectrum of
applications in real life, there are still new aspects to be studied
and resolved in both theory and practice. The aspect that is
worth attention is imbalance of the problem. There are many
real world data spaces, which are significantly asymmetrical,
irregular, sporadic etc. Splitting population to healthy part and
suffering from a given disease part is a standard example of
imbalanced problem. The part of population suffering from
a disease is much smaller than the healthy one. It is of great
importance to identify ill individuals, so then we may admit
to incorrect identification of healthy ones. On the other hand,
a rate of incorrectly identified healthy individuals cannot be
too big. In this study we consider imbalanced data to be
recognized with importance given to multi classes pattern
recognition problems. We formulate several quality parameters
and then illustrate them with a real life problem of optical
music recognition, an example of so called paper-to-computer
technologies. Focusing attention on domain related problem
does not limit considerations towards its direct generalization.

The paper is structured as follows. In Section II we recall
background basic for the study. Concepts of imbalanced pattern
recognition problem is presented in Section III. Evaluation of
classification quality is given in section IV. Section V reflects

the developed evaluation methodology in a problem of optical
music recognition. Finally, conclusions close the discussion.

II. PRELIMINARIES

Standard pattern recognition problem is a task of splitting
a set of objects O = {o1, o2, . . . , o|O|} into subsets, which
include objects of the same class. Let us assume that the set of
objects is split into m subsets, named classes, i.e. O = ∪mi=1Oi
such that (∀i, j ∈ 1, 2, . . . ,m, i 6= j) Oi ∩ Oj = ∅. Such the
task is defined by a mapping Ψ : O → C called classifier,
where O is a set of objects and C = {O1, O2, . . . , Om} is
a set of classes. For the sake of simplicity we assume that
the mapping Ψ takes values from the set of indexes of classes
i ∈M = {1, . . .m} as its values instead of classes themselves.

Pattern recognition is usually performed on observed fea-
tures, which characterize objects, rather then on objects di-
rectly. Therefore, we distinguish a mapping from the space
of objects O into the space features X, i.e. φ : O → X.
This mapping is called features extractor. Then, we consider
a mapping form the space of features into the space of classes
ψ : X → C. Such a mapping is named classifier. It is worth
to notice that the term classifier is used in different contexts:
classification of objects and classification of features. Meaning
of this term can be concluded from context. Therefore, we will
not distinguish explicitly, which meaning is taken.

Composition of the above two mappings constitute the
classifier: Ψ = φ ◦ ψ. In other words, the mapping O Ψ→ C is
decomposed to O φ→ X ψ−→ C.

The space of features X is usually the Cartesian product of
features X1, X2, . . . , Xn, i.e. X = X1×X2× . . .×Xn. There-
fore, the mapping φ and ψ operate on vectors x1, x2, . . . , xn
(as values and arguments, respectively), where xi is a value of
the feature Xi for i = 1, 2, . . . , n. For simplicity, a vector of
values of features will be simply called a vector of features.

Usually, a classifier Ψ is not known, i.e. we do not know the
class, to which an object belongs to. Finding such the classifier
based on a learning set is the goal of a pattern recognition task.
A learning set is a subset of the set of objects, L ⊂ O, for
which classes are known, i.e. for any object from the learning
set o ∈ L we know the value Ψ(o).
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Summarizing, we explore pattern recognition problem
searching for an (object) classifier:

Ψ : O→ C

assuming that it is known for L ⊂ O. Such the classifier is
decomposed to a feature extractor:

φ : O→ X

and a (features) classifier or a classification algorithm:

ψ : X→ C

Both the feature extractor and the classification algorithm are
built based on the learning set L.

The classifier ψ divides features’ space onto so-called
decision regions:

D
(i)
X = ψ−1(i) = {x ∈ X : ψ(x) = i} for every i ∈M

and then, of course, the features extractor splits the space of
objects into classes:

Oi = φ−1
(
X(i)

)
= {o ∈ O : φ(o) ∈ X(i)} for i ∈M

or equivalently:

Oi = Ψ−1(i) = (ψ ◦ φ)−1(i) = φ−1
(
ψ−1(i)

)
for i ∈M

We assume that classification algorithm splits the space
of features’ values, i.e. it separates the whole space X into
pairwise disjoint subsets, which cover the whole space X:

(∀i, j ∈M, i 6= j) D
(i)
X ∩D

(j)
X = ∅ and

⋃
i∈M

D
(i)
X = X

Pattern recognition problem not always has accurate sym-
bols’ extraction (segmentation) stage. Segmentation and ex-
traction steps often produce many extraordinary undesirable
symbols and ordinary garbage, let us call them foreign symbols
in contrast to native symbols of recognized classes, c.f. [8]. In
such a case a classification module, which assigns all extracted
symbols to designed classes, will produce misclassification
for every undesirable symbol and for every garbage symbol.
Improvements of classification require construction of such
classifiers which could assign designed symbols to correct
classes and reject undesirable and garbage symbols.

Rejection of symbols can formally be interpreted in terms
of a new class O0, into which all undesirable and garbage
symbols fall. Then we can distinguish a decision region,
which separates foreign symbols from useful ones through the
classifier ψ:

D
(0)
X = {x ∈ X : ψ(x) = 0}

This new class (decision region) D(0)
X creates a new split of

the space X

(∀i ∈M) D
(i)
X ∩D

(0)
X = ∅ and X = D

(0)
X ∪

⋃
i∈M

D
(i)
X

where, of course, all former classes D(i)
X , i ∈M are pairwise

disjoint.

Rejecting foreign symbols raises a problem since, unlike
symbols of recognized classes, they are not similar and do not
create a consistent class. Moreover, they are often not available
at the stage of classifiers’ designing. Therefore, instead of
distinguishing a decision region corresponding to a class of
foreign symbols, it is reasonable to separate areas outside of
decision regions of native symbols, c.f. [8]. Of course, in such
the case, we assume that decision regions of native symbols
cover only their own areas and do not exhaust the whole feature
space X:

D
(0)
X = X \

⋃
i∈M

D
(i)
X

Rejection problem is an interesting topic, but we will not
develop it in this work.

III. IMBALANCED PATTERN RECOGNITION

A. Concepts and examples

1) Formulation: In this study we focus attention on paper
documents’ pattern recognition, which is a good example of
paper-to-computer technology. However, discussed issues can
be applied in different domains of pattern recognition applica-
tions. The following five characteristics of pattern recognition
problem are regarded as imbalanced attributes:

• different cardinality of sets of symbols, some classes
are heavily underrepresented, other are overrepre-
sented,

• wide range of symbols’ sizes,

• variability of symbols’ shapes,

• irregularity of symbols’ placement on the document,

• symbols of interest are overlapped by elements of the
document and recognized symbols.

There are two standard problems, which can be used to explain
practically imbalance: recognition of printed texts, known also
as OCR problem, and recognition of printed music notation,
known also as OMR.

2) OCR as balanced pattern recognition problem: Accord-
ing to the above description OCR problem is almost perfectly
balanced, except the first attribute. Symbols of printed text are
letters, digits, punctuation marks and some other symbols as,
for example, algebraic operators, compare this text as example.
The number of classes does not exceed 100. The following
attributes are observed:

• cardinality of classes demonstrate wide range. Even if
the set of classes is limited to symbols of a given
document, e.g. a novel, we still have classes of
different numbers of elements. For example, letters
”a” and ”e” create numerous classes while classes
of ”Q” and ”Z” include small numbers of instances.
From the perspective of this attribute, OCR problem
is imbalanced,

• as in the previous point, sizes of symbols of printed
texts do not show bigger difference. We can distin-
guish a few different sizes represented by lowercase
and uppercase letters and punctuation marks. Anyway,
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Fig. 1. Excerpts of typical piano scores with irregularity of symbols placement on the document.

proportion between sizes are regular and do not vary
besides these few values,

• it is a matter of intuition what complexity of shapes is.
Of course, shapes of letters ”a” and ”L” are different,
but level of complication is not big. Therefore, based
on commonsense, we can state that shapes of symbols
do not show bigger variability,

• printed texts are examples of documents with perfectly
regular placements of symbols, i.e. symbols are ar-
ranged in separated lines and are separated each from
other in lines,

• no overlapping appears in printed texts. Sometimes,
dirtiness, distortions of printing or careless scanning
may result in gluing symbols.

3) OMR as imbalanced pattern recognition problem: OMR
problem is an example of imbalanced pattern recognition

Fig. 2. OMR symbols: arcs (slurs and ties), dynamic markings (crescendo),
clefs (G, C, F), mezzo forte, fermata, naturals, flats and sharps, quarter notes,
accents, fourth and eight rests.
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problem with regard to all five attributes. Both problems OCR
and OMR are comparable with regard to number of classes,
c.f. [6]. However, they differ in four out of five identified
balanced attributes.

• cardinality of classes demonstrate wide range. We
can call flats naturals or sharps as numerous classes.
On the other hand, fermata, 32 rest, coda, dal segno
symbols create small classes,

• symbols of printed music notation differs in size, c.f.
top symbols and bottom left symbols of Figure 2,

• with regard to highly imbalanced shapes, it is suffi-
cient to compare at Figure 2: top symbols (arcs and
hairpins) and bottom right symbols (accents, notes) on
one hand and bottom left symbols (clefs) on the other
hand,

• symbols of printed scores are placed irregularly, what
can be seen at Figure 1,

• symbols of printed scores are often overlapped or
touched by other symbols or elements of music no-
tation, which are not considered as goals of pattern
recognition problem. Staff lines are the most notica-
ble elements of music notation overlapping classified
symbols, c.f. Figures 2 and 1.

B. Balancing

Such imbalance attributes as class cardinalities and symbol
sizes can be subjected to some sort of balancing in order to
turn an imbalanced problem to a balanced one. However, there
is no consensus with regard to correctness of forcing balance
of the problem.

1) Balancing cardinalities of classes: There are attempts
for balancing cardinalities of classes. Minority classes can
be subjected to so called over-sampling by either expanding
sources of data sets and mining only minority symbols from
extra sources. For instance, in order to balance cardinality of
OCR classes, more printed documents may be used to dig
for rare symbols. Also, some techniques might be applied
to replicate existing minority symbols with, for instance,
distorting replicated symbols.

On the other hand, overrepresented classes might be sub-
jected to removal instances of such classes. Selection of sym-
bols to be removed may be based on redundancy of symbols.
Eliminated may be overrepresented symbols, which are falsely
classified. Also, heavily noised symbols can be considered as
not representative for a class.

Finally, as it is stated in [4], several inquiries state the
convenience of apply- ing the under-sampling strategies when
the level of imbalance is very low.

2) Balancing sizes of symbols: Objects of a pattern recog-
nition problem, which are imbalanced with regard to their
sizes, are often subjected to so called normalization. Usu-
ally, symbols of imbalanced size are resized to fit assumed
square or rectangle. Typically, symbols are represented as
raster rectangles, hence it is easy to resize them maintaining
width/height ratio. There are several methods producing good
quality resized raster rectangle. Anyway, such an operation

does not preserve details of shrunk symbols or distorts details
of enlarged symbols. Therefore, normalization of symbols of
wide range variety of symbols’ sizes may be more harmful
then advantageous.

On the other hand, variability of sizes may be desirable to
perform raw split of symbols. This is true assuming that inside
classes size of symbols do not change, but they change between
classes. Such a desirable feature is often not satisfied, for
instance, mentioned above printed music notation has a feature
of a natural anarchy of all imbalance attributes.

C. Segmentation and features selection

Standard pattern recognition problem based usually deals
with balanced subjective data. Symbols of such problem are
usually regularly placed on a recognized document. Therefore,
segmentation is relatively easy. Symbols have similar size and
similar level of shape’s complexity. Symbols can be easily
separated form others and from document’s elements. Optical
character recognition (OCR) is a typical example of such
problem. On the other hand, OMR problem exhibits highly
irregular placement on the document, as outlined in Figure 1.
This feature raises troubles in automatic image segmentation
process. As a result, segmentation outcome includes undesir-
able symbols and ordinary garbage, which are then subjected
to classification stage. Quality of segmentation affects overall
quality of the problem of pattern recognition. This topic is
important in frames of pattern recognition field. However, it is
not discussed in this study.

The mapping φ : O → X represents the stage of feature
selection. Pattern recognition problem rarely operates on rec-
ognized patterns directly. It might be the case in, for instance,
OCR, when recognition is accomplished on raster bitmaps
representing recognized symbols. Usually, classification is
performed on features of recognized objects. Such features
are acquired as observed or measured properties of objects.
A task of features acquiring is in fact indispensable stage of
any pattern recognition problem. This task was extensively
studied and we do not refer to it and to related topics, because
it is of less significance for the discussion.

IV. EVALUATION OF SOLUTION

Evaluating classification methods applied to imbalanced
pattern recognition problem is the principal goal of this re-
search. First of all, classification quality from the perspective
of single classes is considered. We adopt parameters of binary
classification evaluation and parameters and quality measures
used in signal detection theory. Since these parameters are
widely utilized, we do not refer to original sources, but of
course do not claim to letting these factors on. In this point we
recall employment of these factors in imbalanced two classes
problem, c.f. [4]. Our goal here is to study possible evaluation
of multi classes problem. We take into account quality of
classification in terms of one class contra all others. Then, we
evaluate classifiers performance in frames of one class at the
background of other classes. Finally, we come to parameters
characterizing global properties of classification.
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A. Two classes problem

Evaluating a single factor cannot expose classification
quality. This is true in general as well as in the two-classes
problem. For instance, not only important is the proportion of
the number of correctly recognized symbols of a class to the
number of all symbols of this class. Obviously, the number of
symbols falsely accounted to this class affects intuitive mean-
ing of quality. Especially, when we consider a class of small
number of elements, falsely classified symbols significantly
decrease intuitive evaluation of quality. Therefore, we should
look for formal evaluations compatible with intuition. Let us
recall that in the case of imbalanced two-classes problem, the
minority class is called positive one while majority class -
negative one.

Such intuitive measures, as indicated above, provide a
simple way of describing a classifier’s performance on a
given data set. However, they can be deceiving in certain
situations and are highly sensitive to changes in data. For
example, consider a problem where only 1% of the instances
are positive. In such a situation, a simple strategy of labelling
all new objects as members of other classes would give a
predictive accuracy of 99%, but failing on all positive cases.
In [4] the following confusion matrix was used in evaluating
classification quality of a two classes problem, c.f. Table .
Parameters exposed in this Table were then used in defining
several factors, which outline classification quality.

TABLE I. CONFIUSION MATRIX FOR two classes PROBLEM

Positive Negative
prediction prediction

Positive class True Positives (TP) False Negatives (FN)

Negative class False Positives (FP) True Negatives (TN)

B. Multi classes problem

For better of classification quality measuring, let us first
consider the following parameters of multi classes problem.
The parameters given in Table II are numbers of elements of
a testing set which have the following meaning:

• TP - the number of elements of the considered class
correctly classified to this class,

• FN - the number of elements of the considered class
incorrectly classified to other classes,

• FP - the number of elements of other classes incor-
rectly classified to the considered class,

• TN - the number of elements of other classes cor-
rectly classified to other classes (no matter, if correctly,
or not).

TABLE II. CONFIUSION MATRIX FOR multi classes PROBLEM

Classification Classification
to the class to other classes

The class True Positives (TP) False Negatives (FN)

Other classes False Positives (FP) True Negatives (TN)

In this study we consider multi class problem. Hence,
parameters of two classes problem are turned to one class
contra all others, one class in the background of others and
all classes characterization.

C. Local characterization

Now, we apply measures widely known and used in data
transmission. We also comprise naming convention used there.
Original sources are not referred to, but of course without
claiming to letting these measures on, besides the last one
listed below, i.e. besides Separability. These factors were
already be used in two classes problem, for instance c.f. [4].

There are three pairs of complimentary factors. In order
to increase quality of classification, Accuracy, Sensitivity and
Precision should be maximized or, equivalently, Error, Miss
Rate and False Discovery Rate should be minimized. Hence,
there is no need to analyze all factors. It is sufficient to focus
on one type of them.

The following in-class factors measure classification ef-
fectiveness inside a given class, i.e. taken are proportions of
correctly recognized elements to all ones in this class. This is
local factor strictly limited to the given class:

Sensitivity =
TP

TP + FN
(1)

Miss Rate =
FN

TP + FN
= 1− Sensitivity

Classifiers’ performance in an individual class at the back-
ground of all classes is measured by the following two factors.
These factors measure effectiveness of correct acceptation of
the class’ elements together with correct rejection of elements
not belonging to this class. No attention is given to classifiers’
behavior in other classes:

Accuracy =
TP + TN

TP + FN + FP + TN
(2)

Error =
FP + FN

TP + FN + FP + TN
= 1−Accuracy

The next two factors evaluate influence of other classes at
positive classification to the given class:

Precision =
TP

TP + FP
(3)

False Discovery Rate =
FP

TP + FP
= 1− Precision

D. Global characterization

In case of multi class classification problem there is no
one universal quality parameter. Alike in local characterization,
variety of configurations of multi class problems requires
different viewpoints on classification’s efficiency.

Expansion of sensitivity / Miss rate factor over whole
classes can be done in several ways. The first one counts
correct positive classification to all classes against all elements
in all classes:
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Sensitivity =

m∑
i=1

TPi

m∑
i=1

(TPi + FNi)

(4)

Miss Rate =

m∑
i=1

FNi

m∑
i=1

(TPi + FNi)

= 1− Sensitivity

This parameter favours classes of bigger cardinalities while
influence of small ones is imperceptible. Its application is
justified when numerous classes are of similar cardinalities
and detection of elements of small ones is less important.

The following factor equalizes numerous classes with small
ones. In practice, it favours small classes. For instance, when
there is more small classes than big ones, good classifier’s
performance on small classes increases average factor too
much.

Sensitivity =
1

m

m∑
i=1

TPi
TPi + FNi

(5)

Miss Rate =
1

m

m∑
i=1

FNi
TPi + FNi

= 1− Sensitivity

The next measure is a case of the worst case (pessimistic)
measure:

Sensitivity = min
{ TPi
TPi + FNi

: i = 1, 2, . . . ,m
}

(6)

Miss Rate = max
{ FNi
TPi + FNi

: i = 1, 2, . . . ,m
}

V. ILLUSTRATIVE EXAMPLE

This example is based on numerical results of an exper-
iment performed for symbols of music notation. Synthesized
are investigations described in [2], [7], [9] and [10].

A. Data set

In the experiment, the stage of image segmentation is not
analyzed. The set of symbols was prepared as:

• partially as outcome of an automatic segmentation
process of scanned scores. Then such symbols were
subjected to necessary manual corrections and moved
to appropriate classes,

• in other part, symbols were manually extracted,

• all symbols are represented as images of original
sizes. They are standardized to a given size prior to
classification.

Therefore, symbols subjected to design classifiers, i.e.
belonging to training and testing sets could be seen as:

• being of similar size,

Fig. 3. Symbols being recognized: 1) numerous classes in upper row, left to
right: clefs (F and G), chromatic symbols (flats, naturals and sharps), dynamic
markings (forte, mezzo forte and piano), rests (quarter, eight, sixteenth),
flagged stem, 2) rare symbols in bottom row, left to right, top to down: clef
C, arc, crescendo, diminuendo, accent fermata, 32nd rest.

• having wide variation of shapes,

• suffering from being overlapped by other elements of
document as, for example, staff lines.

Two kind of classes are studied, c.f. Figure 3:

• numerous classes with 2000 elements each and

• small classes with different and relatively small num-
ber of elements: first four classes include 150-250
elements each and last three classes include 50-100
ones each, c.f. Figure 3.

B. Classification

Several classifiers were tested for classification symbols of
printed scores. Tests were done in frames of [2], [3] and [10].
The following classifiers were utilized: simple classifiers (k-
means clustering adopted for classification, classification based
on Mahalanobis distance, decision tree and k-NN) and complex
classifiers (voting, bagging and random forests). Aspects of
classifiers’ selection, single classifier tuning and behavior and
details concerning comparative studies on selected classifiers
are out of the scope of this paper, hence this topic is not
developed here. For details see [10]. Only results illustrating
evaluation of imbalanced recognition problem focused on
recognition of printed music notation are considered.

C. Local characterization

Parameters of local characterization are outlined in Fig-
ure 4. The parameters concern the problem recalled here, i.e.
recognition of printed music notation. Numerical results of
symbols’ classification are given in [10].

Accuracy measure for all recognized classes of symbols
is shown in the top chart. Left twelve classes of symbols
are numerous, right seven are classes of rare symbols. As
mentioned before, Accuracy ia a measure counting correctly
recognized symbols of a given class and correctly rejected
ones from outside the class. No matter, if rejected symbols
were accounted to correct classes or not. This measure favours
numerous classes against small ones. This is why Accuracy
gets almost 100% for small classes, c.f. right part of curves.
Moreover, if number of balanced classes is relatively big, then
share of a single numerous class in all classes is relatively
small. Therefore, even a fair classifier gives high Accuracy
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Fig. 4. Local characterization of classification for all classes of recognized
symbols.

index. This feature can be observed in the left part of curves,
where Accuracy index for most of tested classifiers gets 99.5%
or more.

Accuracy index falls down for two classifiers (k-means and
Mahalanobis) for two groups of symbols (chromatic symbols
and rests and stem). The observed deterioration for all classi-
fiers is raised by similarity of symbols inside these two groups.
The deterioration is out of the scope of this study and is not
discusses in details here.

Sensitivity and precision measures shown in Figure 4 have

Fig. 5. Global parameters for all classes (top chart), numerous classes (middle
chart) and small classes (bottom chart).

similar characteristic. firstly, for all classifiers indexes are
worsen in small classes comparing to numerous ones. Anyway,
both indexes are still high for the best classifiers exceeding
97% for numerous classes and 90% for small ones. As it
is stated in Section IV-C, Sensitivity measures classifiers’
performance inside single classes and Precision outlines impact
of other class on a given one. Therefore, we can conclude that
the best classifiers are doing well with correct classification
of symbols for (all given) classes and with preventing false
classifications to (all given) ones.

In the above discussion, we intentionally do not distinguish
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classifiers referring, for instance, to the best ones. Analysis
of given classifiers’ behavior, direct or comparative, is out of
interest of this discussion. Anyway, one may have a look at
Figure 4 for such matters.

D. Global characterisation

Global parameters for evaluation imbalanced pattern recog-
nition problem are defined in formulas 4, 5 and 6. Figure 5
illustrates evaluation of classification by measures formulated
by these formulas. The upper chart of the Figure shows indexes
for all classes, the middle chart illustrates indexes for numerous
classes and the bottom one - for small classes.

Observation of charts in Figure 5 leads to some con-
clusions. Firstly, it is seen that Accuracy at global level
exceeds two other measures (Sensitivity and Precision) and
reaches 100% for small classes, c.f. blue curves. Secondly,
the worst case characterization is the most demanding in all
three groups of measures: Accuracy, Sensitivity and Precision.
Curves for the worst case measures is placed below curves
of two other measures. This observation is true for all three
groups: Accuracy, Sensitivity and Precision. Thirdly, there are
differences between performance of classifiers. Since analysis
of concrete classifiers is out of the scope, it can only be stated
that complex classifiers perform better than simple ones.

VI. CONCLUSION

In this paper we study imbalanced problems of pattern
recognition with regard to their conceptualization and eval-
uations of solutions. We give an intuitive view on what
imbalanced problem is. Some attributes of the statement of
such problems are clear, e.t. cardinality of training/testing
sets, variability of sizes or overlapping/intersecting of sym-
bols and other elements of documents. On the other hand,
variability of shapes of symbols is not defined and is left
for intuition. A questions about shapes and and shapes’ sim-
ilarities/variabilities are worth a separate study from the per-
spective of pattern recognition. Alike, irregularity of symbols’
placement on a document is not strictly defined as well. We
illustrates all these attributes with examples, but not formally
define them.

Then, we construct three measures for evaluation of differ-
ent aspects of quality of classification in general and quality
of classification of imbalanced pattern recognition problems.
These measures are utilized at two levels: global and local. In
order to be able to evaluate classification quality and to com-
pare different classifiers, it is necessary to make analysis from
different perspectives, since there is one universal measure for
such evaluations.
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