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Abstract— In this work, a Recurrent Neural Network (RNN)
is trained using cepstral features and a set of difference
cepstral feature (DCF) vectors on a frame to frame basis. The
DCF vector is formulated to capture the temporal patterns
of fricative sounds or phonemes of Assamese language. A
hybrid algorithm is developed to recognize these fricative
phonemes from certain words containing them. To preserve the
temporal information of the speech segment, we here consider
a frame-based hybrid approach to recognize fricatives from
Assamese speech. A hybrid feature set is developed where
simple frame-based feature is combined with differential frame-
based feature. Investigation of feature extraction techniques
like Linear Predictive Cepstral Coefficient (LPCC) and Mel-
Frequency Cepstral Coefficient (MFCC) have been carried out
and their performances have been evaluated in comparison
to that obtained from the DCF set for Assamese fricative
phoneme recognition. Here, speech segment is divided into 20
millisecond frames with overlap of 10 millisecond to extract
features. Also, difference of a current frame with its preceding
and succeeding frame is considered for forming a more accurate
dynamic approach for fricative recognition. The differential
processing enables to reduce correlation and retain only the
most relevant portion of the input. After obtaining the feature
vectors, Self Organizing Map (SOM) has been used to categorize
the related features into different classes and remove repeating
data. Thus the features obtained from the phoneme signal has
been reduced into different sized cluster centres provided by
SOM. The reduced feature vector is next applied to the RNN
based hybrid classifier for learning the pattern and recognizing
any unknown fricative segment.

I. INTRODUCTION

SPEECH consists of sequences of sounds. Phonemes
are the smallest distinguishable meaningful unit of the

speech signal, which is an abstract representation at some
cognitive level. Many numbers of phones may be associated
with a particular phoneme, since uttering the same sound
repeatedly never produce exactly similar waveform. But they
are similar if we consider for a small segment of time, say
20 millisecond. Therefore, if we consider many numbers of
phones as a pattern to represent a particular phoneme class,
then an Artificial Neural Network (ANN) can be trained on
frame by frame basis to learn the pattern of that phoneme.
Fricatives are consonant sounds produced with a very narrow
constriction in the oral cavity. There is a rapid flow of air
through the constriction, creating turbulence in the flow.
The random velocity fluctuation in the flow can act as a
source of sound. The sound generated in this way is called
turbulence noise. Air turbulence produced in this way, by
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various kinds of constrictions in the vocal tract (the position
of which depends on the particular fricative), is the typical
sound source for all fricatives [1]-[4]. In Assamese language,
fricative forms a major group of speech sounds which has
different phonemical characteristics. In Assamese language,
voiceless alveolar fricative /s/ and velar fricative /x/ are
observed. Further, voiced alveolar fricative /z/ and voiced
glottal fricative /H/ are also identified. Unlike other Indian
languages, the presence of voiceless velar fricative /x/ is a
specific feature of the language [5]-[7].
We have proposed here an approach of recognizing frica-
tives based on Recurrent Neural Network (RNN). ANNs
are composed of many non-linear computational elements
operating in parallel and arranged in the pattern of biological
neural network. Hidden Markov Models (HMMs) is the most
successful speech recognition technology till date. Unlike
HMM, ANN is able to work with model free data and can
continuously learn from the surrounding. Moreover, ANNs
can retain this learning and use it for subsequent processing.
This way ANNs can be helpful for speech processing appli-
cations. A recent trend of using ANN for speech processing
is observed [8]-[17] so that near human like performance can
be achieved.
Among the supervised learning ANNs, the RNNs have the
dynamic structure with a capability of learning temporal
information and hence are suitable for speech based applica-
tions [18] [19]. In our previous work [20], we have described
a RNN based algorithm to recognize fricative sounds from
Assamese speech, where the feature vector is generated
from the specific acoustic-phonetic characteristics i.e. centre
of gravity (COG), standard deviation (SD), skewness and
kurtosis. Although the model provides acceptable recognition
rate, the feature vector used are somewhat static and pre
estimated. As a result, the temporal nature of the speech
signal which is the primary characteristic of the signal is
not considered. This may lead to fall in recognition rate in
a different large database. Therefore, the requirement of a
model using more robust feature is obvious.
To develop such an algorithm which can be used in various
practical scenarios, a different approach is considered here.
A hybrid classifier is designed where cepstral feature and
difference cepstral feature is used. Self Organizing Map
(SOM) based clustering technique is used to group the sim-
ilar feature vectors into one cluster. Here, two hybrid RNN
fricative recognizers are designed using Linear Predictive
Cepstral Coefficients (LPCC) and Mel-Frequency Cepstral
Coefficients (MFCC) feature extractors respectively. For each
of the hybrid classifiers, feature vector is formed using frame-
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based LPCC/MFCC vectors and frame-based differential
LPCC/MFCC vectors of the speech signal. After obtaining
the features vectors, to categorize the related features into
different classes and remove repeating and correlated feature
vectors, a SOM based clustering has been used. SOM is a
method of data analysis used for clustering and projecting
multi-dimensional data into a lower-dimensional space. SOM
is used here to cluster the feature vectors extracted in that
way since adjacent frames may possess less variation. SOM’s
role is to simply bring similar frames into one cluster. The
cluster provided by SOM is used as pattern vector for the
RNN classifier. This way original feature vectors obtained
from 20 millisecond frames are reduced into the difference
sized cluster centers. SOM is used as a data compaction unit
since it reduces large numbers of frames of speech segment
into small numbers of clustered frames. The reduced feature
vector is fed to the RNN based hybrid phoneme recognizer
for performing the discrimination between different fricative
classes.
The rest of this paper is organized as follows. Section
II describes about the fricative sounds of the Assamese
language. Section III describes the theoretical consideration
required for this work. Here, a brief depiction about the
feature extractors considered for the work are described.
A brief account about the relevant details of the speech
database collected for the work is described in Section IV.
The experimental details and results are included in Section
V. Finally, Section VI concludes the description.

II. FRICATIVE SOUNDS OF ASSAMESE LANGUAGE

Assamese is a major language spoken in the North-Eastern
part of India. It is the official language of state of Assam. It is
an Indo-Aryan language originated from Vedic dialects but
the exact nature of the origin and growth of the language
is not very clear as yet [5]. It is supposed that like other
Aryan languages, Assamese was also born from Apabhraṁśa
dialects developed from Mãgadhi Prakrit of the eastern group
of Sanskritic language [5]. Assamese phonemic inventory
consists of eight vowels and twenty-one consonants. The
consonants may be grouped into broad divisions: the stops
and the continuants. There are eleven continuants out of
which four spirants or fricatives /s/, /z/, /x/, /H/ are identified
[5] [21] [22]. These four Assamese fricative as shown in
Table I are described below [5]-

1) Voiceless alveolar sibilant, /s/: It is one of the most
common sound cross linguistically. Its manner of artic-
ulation is sibilant fricative, which means it is generally
produced by channelling air flow along a groove in
the back of the tongue up to the place of articulation,
at which point it is focused against the sharp edges
of the nearly clenches teeth, causing high frequency
turbulence. Its place of articulation is alveolar means
it is articulated with tongue at the alveolar ridge. Its
phonation is voiceless, which means it is produced
without vibrations of the vocal cords.

2) Voiced alveolar fricative, /z/: Its manner of articulation

TABLE I
ASSAMESE FRICATIVE PHONEMES

PHONATION PLACE OF ARTICULATION
Alveolar Velar Glottal

Voiceless /s/ /x/
Voiced /z/ /H/

is also sibilant. But its phonation is voiced, which
means the vocal cords vibrate during the articulation.

3) Voiceless velar fricative, /x/: Its place of articulation
is velar, which means it is articulated with the back
of the tongue at the soft palate. Its phonation is
voiceless. Assamese is unusual among eastern Indo-
Aryan language for the presence of voiceless velar
fricatives. It is similar to the velar sound in German
of Europe. Phonetically, this /x/ sound is pronounced
somewhat in between the sounds /s/, /kh/ and /h/ and
is similar to the German sound /ch/ as pronounced in
the word ’Bach’ or the Scottish sound as found in the
word ’Loch’. It may be an Indo- European feature,
which has been preserved by AxAmija [23] [24]. It is
an important phoneme in the language.

4) Voiced glottal fricative, /H/: Its phonation is voiced,
which means the vocal cords vibrate during the artic-
ulation.

III. THEORETICAL CONSIDERATION

Here we briefly describe the related theoretical aspects.

A. LPCC feature extraction method

In the linear prediction analysis of speech, each sample is
predicted as a linear weighted sum of the past p samples,
where p represents the order of prediction [25]. If s(n) is
the present sample, then it is predicted by the past p samples
as

ŝ(n) = −
p∑
k=1

aks(n− k) (1)

The difference between the actual and predicted sample value
is termed as the prediction error or residual, which is given
by

e(n) = s(n)− ŝ(n) = s(n) +

p∑
k=1

aks(n− k) (2)

where {ak} are the linear prediction coefficients. The linear
prediction coefficients are typically determined by minimiz-
ing the mean squared error over an analysis frame. The
coefficients can be obtained by solving the set of p normal
equations,

p∑
k=1

akR(n− k) = −R(n), n = 1, 2, . . . , p (3)

where

R(k) =

N−(p−1)∑
n=0

s(n)s(n− k), k = 0, 1, 2, . . . , p (4)
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and {s(n)} are the speech samples and N is the numbers of
samples in one analysis frame.
In the frequency domain, the eq. (2) can be represented as,

E(z) = S(z) +

p∑
k=1

akS(z)z
−k (5)

i.e.

A(z) =
E(z)

S(z)
= 1 +

p∑
k=1

akz
−k (6)

A cepstrum is the result of taking the Inverse Fourier
transform (IFT) of the logarithm of the estimated spectrum
of a signal.The concept of cepstrum was defined in a 1963
paper by Bogert et al [26]. A short-time cepstrum analysis
was proposed by Schroeder and Noll for application to
pitch determination of human speech [27] [28]. Cepstral
parameter extraction in speech recognizers system is based
on converting LPC parameters to cepstral coefficients by
utilizing the recursion relationship.
Cepstral coefficients of A(z) is given by,

c(k) =
1

2π

π∫
−π

logA(ejω)ejnωdω (7)

The cepstrum parameters may be computed directly from
the LP parameters using the following recursion.

c(k) = a(k)−
k−1∑
m=1

m

k
c(k)a(k −m), 1 ≤ k ≤ p (8)

In speech recognition systems, the cepstrum also plays a
significant role. Specifically, the cepstral coefficients have
been found empirically to be a more robust, reliable feature
set for speech recognition than linear predictive coding (LPC)
coefficients or other equivalent parameter sets [29]. Thus,
the cepstral coefficient of the LPC obtained are applied to
SOM for clustering which will form the feature vector for
the RNN classifier in this paper.

B. MFCC feature extraction method

An alternative use of the cepstrum in speech recogni-
tion is the mel-frequency cepstrum [30]. The mel-frequency
cepstrum is based on calculating the cepstrum from the
logarithm of the spectrum obtained from a filter bank with
center frequencies and bandwidths determined by a constant
mel-frequency interval. Mel-frequency cepstral coefficients
(MFCCs) are set of values that collectively make up an MFC.
The difference between the cepstrum and the mel-frequency
cepstrum is that in the MFC, the frequency bands are equally
spaced on the mel scale, which approximates the human
auditory system’s response more closely than the linearly-
spaced frequency bands used in the normal cepstrum. This
frequency warping can allow for better representation of
sound. Human perception of the frequency content of sounds
follows a subjectively defined nonlinear scale called the Mel
scale [2]. This is defined as,

fmel = 2595 log10(1 +
f

700
) (9)

If {y(n)} represent a frame of speech that is pre-emphasized
and Hamming-windowed then in frequency domain, y(n)
is converted to M-point DFT which leads to the energy
spectrum,

| Y (k) |2 = |
M∑
n=1

y(n)e−
j2πnk

M |
2

, 1 ≤ k ≤M (10)

This is followed by the construction of a filter bank with
Q unity height triangular filters, uniformly spaced in the
Mel scale. Next, this filter bank is imposed on the spectrum
calculated in eq. (10). The final MFCC coefficients Cm can
be written as [31],

Cm =
√ 2

Q

Q−1∑
l=0

log[e(i+ 1)]cos[m(l − 0.5)
π

Q
] (11)

where 0 ≤ m ≤ (R−1), R is the desired number of cepstral
features and e(i) are the outputs of the Mel-scaled band-pass
filters can be calculated by a weighted summation between
respective filter response Ψi(k) and the energy spectrum
| Y (k) |2 as,

e(i) =

M
2∑

k=1

| Y (k) |2Ψi(k) (12)

where i is the number of filters in the mel filter bank. The
MFCC coefficients analysis is performed for every frame (20
ms) and result is used to generate the feature vector for RNN
classifier.

C. SOM

The SOM is a method of data analysis used for clus-
tering and projecting multi-dimensional data into a lower-
dimensional space to reveal hidden structures of the data.
The SOM [32] is a class of ANN capable of recognizing
the main features of the data they are trained on. Kohonen
proposed SOM architecture which can automatically generate
self organization properties during unsupervised learning
process.
Kohonen SOM is unsupervised system which is based on
the competitive learning. It means that a competition process
takes place before each cycle of learning. In the competition
process a winning processing element is chosen by some
criteria. Usually this criteria is to minimize an Euclidean
distance between the input vector and the weight vector.
After the winning processing element is chosen, its weight
vector is adapted according to the learning law used [18]. The
learning procedure of Kohonen feature maps is similar to that
of competitive learning networks. A similarity (dissimilarity)
measure is selected and the winning unit is considered to be
the one with the largest (smallest) activation. For Kohonen
feature maps, the winning unit’s weights and also all of
the weights in a neighborhood around the winning units are
updated [33].
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Fig. 1. Wordlist Prepared for Recognition purpose

IV. SPEECH DATABASE

The speech database is created from speakers of four dif-
ferent dialects of Assamese language. A wordlist as shown in
fig. 1 is prepared containing fricative-vowel-fricative (CiVCi
and CiVCj) and vowel-fricative-vowel (ViCVi and ViCVj)
syllables and are recorded by the trained speakers in a noise
free environment. Each CVC and VCV token is repeated five
times, yielding a total of 245 tokens per speaker (49 syllables
× 5 repetitions). For recording, the speech analysis software
Wavesurfer [34] and a PC headset is used with the following
specification-
• Sampling frequency: 48000 Hz and
• Bit resolution: 16 bit per sample

According to [21], Assamese has four different dialects
namely Eastern, Central, Kamrupi and Goalpariya groups.
From every dialect there are 3 speakers. After recording
fricatives are annotated and segmented in the speech analysis
software PRAAT [35].

V. EXPERIMENTAL DETAILS AND RESULTS

Fig. 2 shows the block diagram of the proposed fricative
recognition system using hybrid RNN classifier. The steps
involved on the proposed work can be summarized below-

1) Recording of 245 number of fricative-vowel-fricative
(CiVCi and CiVCj) and vowel-fricative-vowel (ViCVi
and ViCVj) syllables from 12 speakers covering all the
four dialects of Assamese language.

2) Extraction of features from recorded fricative sounds
using frame-based LPCC and frame-based differential
LPCC method and repeat the steps for MFCC method.

3) Generation of hybrid feature vectors for both LPCC
and MFCC methods those will be used for training
and testing of said classifiers.

4) Training each of the RNN with 80 fricative samples
using those feature vectors.

5) Testing of the algorithm with 30 samples per fricative.

A. Results of RNN classifier using frame-based LPCC fea-
tures

In the first step of the fricative recognition model, RNN
classifier is used. The feature vectors generated from the
frame-based LPCC of the fricative speech are presented to
the SOM for clustering the large dimensional data. Here,
SOM is used to reduce the size of the feature vector which
will form the pattern layer of the RNN classifier. A 12th

order linear prediction analysis is performed for every frame
of 20 millisecond speech with overlap of 10 millisecond.
So, the size of the vector after taking LPCC will be N ×12,
where N will be the number of frames present in the speech
segment. SOM is used here to cluster the feature vectors
extracted in that way since adjacent frames may possess less
variation. SOM’s role is to simply bring similar frames into
one cluster. Thus vectors obtained after taking LPCC are fed
to a SOM network with different cluster size, M (M < N)
for grouping the similar data. The cluster size, M used here
are 8 and 10. The cluster provided by SOM is used pattern
vector for the RNN classifier. This way original feature
vectors obtained from 20 millisecond frames are reduced into
the difference sized cluster centers.
Initially different training algorithm like gradient descent
with adaptive learning rate backpropagation algorithm Re-
silient Backpropagation (RBP) and Levenberg-Marquardt
(LM) are used to train the RNN with 3 hidden layer and
40 feature vectors. But recognition rate was observed to
be somewhat lower and requires more time. Finally, Scaled
Conjugate Gradient (SCG) algorithms is used with 80 feature
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Fig. 2. System block diagram

TABLE II
SUCCESS RATE OF ASSAMESE FRICATIVES USING FRAME-BASED LPCC

(M=8)

Fricative Recognition rate(%)
/s/ 86.67
/z/ 70
/x/ 70
/H/ 80

TABLE III
SUCCESS RATE OF ASSAMESE FRICATIVES USING FRAME-BASED LPCC

(M=10)

Fricative Recognition rate(%)
/s/ 83.33
/z/ 76.67
/x/ 70
/H/ 86.67

vectors, which increases the success rate to an acceptable
mark and is found to be the best among all the four
algorithms in terms of recognition rate. Table II shows the
percentage of correct recognition using frame-based LPCC
with cluster size, M of value 8. It is observed that the
overall recognition rate is 77% considering LPCC and RNN
with three hidden layer and 80 feature vector trained with
SCG learning algorithm where M = 8. The same RNN is
now trained with M = 10 and Table III shows the result
which indicates an improvement of overall recognition rate
for fricative upto 80%. The primary reason behind selection
of different values of M (namely 8 and 10) is to ascertain
the effect of cluster size on recognition. With M = 10, more
information is extracted than is the case with M = 8, hence
better success rate is obtained with the former.

TABLE IV
SUCCESS RATE OF ASSAMESE FRICATIVES USING FRAME-BASED LPCC

AND DIFFERENTIAL LPCC (M=10)

Fricative Recognition rate(%)
/s/ 86.67
/z/ 76.67
/x/ 76.67
/H/ 86.67

B. Results of RNN classifier using frame-based LPCC and
Differential LPCC features

To increase the recognition rate further we design a hybrid
feature set to train the RNN classifier. For that purpose,
difference of LPCC from one frame to another is used
to create another feature vector. This provides another set
of feature vectors which is clustered using SOM. A 2nd

RNN classifier is trained using differential LPCC, which add
knowledge to the main classifier. This way recognition rate
improves. The difference coefficients for frame n are the
difference between the coefficients of frame n+δ and n−δ.
In our implementation, a differential coefficient is computed
every frame, with δ = 1 frames. Frame-based differential
LPCC is combined with simple frame-based LPCC which
forms the hybrid feature vector for the RNN. Table IV shows
the result of recognition rate of hybrid RNN classifier with
three hidden layer and M = 10 using hybrid LPCC features.
With these parameters overall recognition rate of Assamese
fricatives found to be approximately 82%.

C. Results of RNN classifier using frame-based MFCC fea-
tures

The recognition rate of Assamese fricative is also eval-
uated for the RNN classifier using MFCC features. Here

3500



TABLE V
SUCCESS RATE OF ASSAMESE FRICATIVES USING FRAME-BASED MFCC

(M=8)

Fricative Recognition rate(%)
/s/ 70
/z/ 80
/x/ 80
/H/ 70

TABLE VI
SUCCESS RATE OF ASSAMESE FRICATIVES USING FRAME-BASED MFCC

(M=10)

Fricative Recognition rate(%)
/s/ 73.33
/z/ 83.33
/x/ 80
/H/ 70

TABLE VII
SUCCESS RATE OF ASSAMESE FRICATIVES USING FRAME-BASED MFCC

AND DIFFERENTIAL MFCC (M=10)

Fricative Recognition rate(%)
/s/ 86.67
/z/ 86.67
/x/ 86.67
/H/ 83.33

TABLE VIII
NETWORK PARAMETERS FOR LPCC AND MFCC FEATURES

Parameters LPCC MFCC
Number of hidden layers 3 3

Number of epoch 1000 1000
Training Algorithm SCG SCG

Training Time 80.45 sec 63.76 sec

TABLE IX
COMPARISON OF OVERALL SUCCESS RATE OF ASSAMESE FRICATIVES

WITH LPCC AND MFCC FEATURES

Feature type LPCC MFCC
With frame-based feature(M=8) 77% 75%
With frame-based feature(M=10) 80% 77%

With frame-based hybrid feature(M=10) 82% 86%

also, MFCC coefficients are calculated for frame size of 20
millisecond and with 13 cepstral features. Tables V and VI
show the recognition rate using MFCC features with M = 8
and M = 10 respectively.

D. Results of RNN classifier using frame-based MFCC and
Differential MFCC features

Table VII shows the results of recognition rate of hybrid
RNN classifier with three hidden layer and M = 10 using
MFCC hybrid features. As done previously, here also MFCC
hybrid feature set is generated using frame-based MFCC
combining with differential MFCC like that of LPCC.
With these parameters overall recognition rate of Assamese
fricatives found to be approximately 86%.

E. Comparison Between LPCC and MFCC feature sets

A comparative analysis is carried out between the LPCC
and MFCC features for fricative recognition in a RNN based
learning environment. From Table VIII, we can conclude
that with same network parameters, training time required
for the network with LPCC feature set is more than that of
MFCC feature set. From Table IX, we observed that hybrid
RNN classifier with MFCC feature gives better recognition
rate for Assamese fricatives than LPCC feature. From exper-
imental results, it can be concluded that RNN based hybrid
classifier can recognize fricatives in Assamese language.
Overall success rate for the proposed model with frame-based
hybrid MFCC feature is found to be 86%. This validates
the effectiveness of the proposed approach. Compared to the
works described in [36] [20], the advantage of this frame
based feature set, is its ability to learn the temporal patterns
from fricative phones and use it subsequently to recognize
the phoneme.

VI. CONCLUSIONS

Here, we have used frame-based LPCC and MFCC along
with frame-based differential LPCC and MFCC features for
designing of the hybrid RNN classifier. We observed that
while combining differential frame-based LPCC/MFCC with
the original frame-based LPCC/MFCC features then hybrid
RNN classifier shows improvement in terms of success
rate. The frame based hybrid MFCC feature set with SOM
clustering gives better result than that of frame based hybrid
LPCC feature set. Thus, the hybrid approach based on RNN
classifier provides better performance while applying for
Assamese fricative phoneme recognition. This is a prototype
work done to recognize the fricative phonemes. The work can
be later extended to a complete phoneme recognition system
combining this temporal feature set with the proposed RNN
based neural classifier.
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