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Abstract—In this work the authors present a visual servoing approach based on particle swarm optimization (PSO-PBVS). The PSO-PBVS algorithm overcomes the traditional PBVS approach by keeping the target features inside the image plane during the servoing. The PSO-PBVS approach allows to define the 3D trajectory in the task space, in the same way as the PBVS approach. In addition, an intelligent control is used to estimate the currents for each motor, and ensure that the motors provide the desired velocities.

I. INTRODUCTION

Visual servoing refers to the use of computer vision information to control the motion of a robot. In this work, the vision information is obtained from a vision sensor mounted on the robot. There are two main approaches in visual servoing, the image based visual servoing (IBVS) which computes the robot velocity directly from the image features, and the position based visual servoing (PBVS) which uses 3D features, in this paper we use a PBVS approach [1]. The advantage of the PBVS with respect to the IBVS is that a 3D trajectory can be defined in the task space. However, one of the problems of PBVS is that the image features can be lost, and if the minimum required features are lost then the visual servoing task will fail.

To overcome the problems of PBVS we propose the use of particle swarm optimization (PSO) combined with the PBVS, we call this approach PSO-PBVS. The objective of the PSO-PBVS is to minimize the distance of the current camera pose to a desired camera pose by estimating the angular velocity ω that drives the robot to the desired pose.

The main contribution of the proposed approach is a visual servoing algorithm where the control reference can be defined in the Cartesian space, similarly to PBVS, but without its disadvantages. The proposed approach does not use a Jacobian matrix (which requires inversion), and also thanks to the PSO algorithm the proposed approach will not loose the target features.

Once that the velocities v, ω of the robot are known, we require to convert them to corresponding motor current. This task will be solved by an intelligent controller, which is implemented using a recurrent neural network. The intelligent controller guarantees that the desired velocities (v, ω) are provided by the motors of the robot.

This work is organized as follows: section II presents an introduction to the visual servoing problem. Section III gives a brief introduction to the particle swarm optimization. Section IV introduces the proposed PBVS approach based on PSO. In section V the neural control of the mobile robot is presented. The simulations and experimental results are presented in sections VI and VII respectively. Finally, the conclusions are given in section VIII.

II. VISUAL BASED CONTROL

The use of visual feedback to control a robot is commonly termed visual servoing or visual control [1], [2]. In this work the visual data is acquired from a stereo vision system that is mounted directly on the mobile robot, in which case motion of the robot induces camera motion.

The visual control objective is to minimize an error $e(t)$ defined as [3]

$$e(t) = s(t) - s^*$$

where $s(t)$ denote the features extracted from the current pose, and $s^*$ denote the features extracted from the desired pose.

In this paper we consider a nonholonomic mobile robot moving on a plane. The kinematic model of the unicycle robot is

$$\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{\theta}
\end{bmatrix} = \begin{bmatrix}
\cos \theta & 0 \\
\sin \theta & 0 \\
0 & 1
\end{bmatrix} \begin{bmatrix}
v \\
0
\end{bmatrix} + \begin{bmatrix}
0 \\
0
\end{bmatrix} \omega$$

where the inputs $v$ and $\omega$ represent the driving velocity and the steering velocity respectively.

The objective of visual servoing is estimate the inputs $v$ and $\omega$ from the current pose to the desired pose using a vision sensor.

III. PARTICLE SWARM OPTIMIZATION

Particle swarm optimization (PSO) is a bio-inspired optimization technique introduced by Kennedy and Eberhart [4]. PSO is inspired by the collective behaviors of animals (such as birds) and it is widely applied to continuous and discrete optimization problems.

Consider a general unconstrained optimization problem, with the following objective function

$$f(x_1, x_2, \ldots, x_N)$$

where $f : \mathbb{R}^N \rightarrow \mathbb{R}$, and $N$ is the dimensionality of the search space.

The PSO algorithm starts with a population of candidate solutions encoded as particles in the search space. Particles move on the search space according to rules inspired by a flock of birds. The particle $i$ is represented as a vector $\vec{x}_i = (x_1, x_2, \ldots, x_N)$. The velocity of a particle is represented
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as \( \vec{v}_i = (v_1, v_2, \ldots, v_N) \). Then PSO searches for the optimal solution by updating the position and velocity of each particle according to the following equations

\[
\vec{v}_i(t + 1) = \eta \vec{v}_i(t) + \phi_1 p_i(t) - \vec{x}_i(t) + \phi_2 (\vec{p}_g(t) - \vec{x}_i(t))
\]

\[
\vec{x}_i(t + 1) = \vec{x}_i(t) + \vec{v}_i(t + 1)
\]  

(4)  

The parameter \( \eta \) represents the inertia weight [5], and it determines how much percentage of the velocity should be retained from the previous step to the next step. The parameter \( \eta \) can be found using an adaptive algorithm [6]. The parameters \( \phi_1 \) and \( \phi_2 \) are two constant values, the parameters \( \rho_1 \) and \( \rho_2 \) are two random values, uniformly distributed in \([0,1]\).

For each iteration \( \vec{p}_i \) is the best position found by particle \( i \), which is computed using the objective function. The \( \vec{p}_g \) is the best position found by the global population.

IV. POSITION BASED VISUAL SERVOING USING PARTICLE SWARM OPTIMIZATION

There are two classical approaches of visual servoing, IBVS and PBVS. Where in the former the control inputs are expressed in the image space, and in the latter the control inputs are expressed in the Cartesian space. The advantage of IBVS is that the target remains on the field of view, the disadvantage is that a Cartesian trajectory can not be defined, and therefore we are unable to define a trajectory in the task space only on the image space. In contrast PBVS, allows to define the Cartesian trajectory, and therefore the control is achieved in the task space, however since there is no control in the image, it is impossible to ensure that the target will always remain in the camera field of view during the servoing [7].

The motivation of using PSO is to overcome the PBVS problems, but with its advantages over IBVS.

A. PBVS model formulation

In this section we describe the PBVS task, which will be solved using the PSO algorithm.

The pose is represented using a transformation matrix given by

\[
a_T^b = \begin{bmatrix} a_R^b & a_t^b \\ 0^\top & 1 \end{bmatrix}
\]  

(6)

The homogeneous matrices can be composed as

\[
a_T^c = a_T^b b_T^c
\]  

(7)

A 3D point \( \vec{x} = [x, y, z]^\top \) is defined as \( \vec{X} = [x, y, z, 1]^\top \) in homogeneous coordinates. A point \( \vec{X} \) relative to frame \( F_b \), can be defined with respect to another frame \( F_a \) with

\[
a_X^a = a_T^b b_T^c{\vec{X}}
\]  

(8)

In our approach we define the following frames the robot frame \( F_r \), the current camera frame \( F_c \), the desired camera frame \( F_c^* \) and the object frame \( F_o \). These frames will be related with the following homogeneous matrices \( wT_r, aT_c, wT_c \) and \( wT_o \), which relate the world frame with the camera frame, desired camera frame, object frame respectively. We also define the transformation of the camera frame with respect to the robot frame \( cT_r \), which is constant since the camera is fixed to the robot.

![Visual servoing task](image)

At the beginning of the task we move the robot to the desired pose, and then we take the desired image, in this pose the features are

\[
c^*X^* = wT_c^{-1} wX
\]  

(9)

Then the robot is moved to an initial pose, the 3D features are defined with respect to the current camera as

\[
cX = wT_c^{-1} wX
\]  

(10)

Using the features \( c^*X \) and \( cX \) we can compute the transformation between them, that is

\[
cX^* = cT_{cs} c^*X^*
\]  

(11)

B. PSO-PBVS

The unicycle robot requires two velocities \( v \) and \( \omega \), which are the linear and angular velocities. The velocity \( v \) is set to a constant, which can decrease proportionally to the desired target. The velocity \( \omega \) is estimated using the proposed algorithm. In the PSO algorithm each particle contains a feasible \( \omega \) value.

For each particle \( i \) a feasible pose is estimated using the corresponding \( \omega_i \), with

\[
cT_{ei}(v, \omega) = cT_r rT_{ri}(v, \omega) cT_r^{-1}
\]  

(12)

where \( cT_r \) relates the camera coordinate frame with the robot frame, and since the camera is fixed to the robot then this transformation is constant. The transformation \( rT_{ri}(v, \omega_i) \) computes the new robot pose based on the velocity \( v \) and the particle velocity \( \omega_i \) with

\[
rT_{ri} = \begin{bmatrix} R_z(\omega_i) & R_z^{-1}(\omega_i)p(v, \omega_i) \\ 0^\top & 1 \end{bmatrix}
\]  

(13)
where $R_z(\omega_i)$ is a rotation about the z-axis with an angle of $\omega_i$, and the vector $p(r, \omega_i) = (v \cos \omega_i, v \sin \omega_i, 0)^T$.

For each feasible pose $u^\ast \mathbf{T}_{ei}$ the 3D features are projected into the image plane to test if the image features $u_i$ are inside the boundaries of the image. The image features can be computed with

$$u_i = \left[ K \ 0_{3 \times 1} \right]^T \mathbf{T}_{ei}^{-1} \mathbf{c} \mathbf{X}$$ (14)

If the features $u_i$ are outside the valid boundaries then the proposed pose is discarded. On the contrary, if the features $u_i$ are valid image features then the particle can be considered as a valid pose. The fitness function is defined as

$$f(\omega_i) = \| \mathbf{T}_{ei}(v, \omega_i) \mathbf{X}_0 - \mathbf{c} \mathbf{X}_0 \|$$ (15)

where $\mathbf{X}_0 = (0, 0, 0, 1)^T$. The previous equation minimize the Euclidean distance between the proposed robot pose and the desired pose, the PSO algorithm will choose the best angular velocity $\omega_i$ that minimizes it.

We can note that PSO-PBVS does not require the inversion of any matrix (e.g. Jacobian or iteration matrix), and therefore it does not have singularities as conventional PBVS.

V. NEURAL CONTROL OF THE MOBILE ROBOT

The mobile robot has two actuated wheels, and its dynamics can be expressed in the following state-space model [17], [18], [19]

$$\dot{\chi}_1 = J(\chi_1) \chi_2$$
$$\dot{\chi}_2 = M^{-1} (-C(\chi_1) \chi_2 - D \chi_2 - \tau_d + N K_F \chi_3)$$
$$\dot{\chi}_3 = L^{-1} (u - R \dot{\chi}_3 - N K_E \chi_2)$$ (16)

where each subsystem is defined as

$$\chi_1 = [\chi_{11}, \chi_{12}, \chi_{13}]^T$$
$$\chi_2 = [\chi_{21}, \chi_{22}]^T$$
$$\chi_3 = [\chi_{31}, \chi_{32}]^T$$

with

$$J(\chi_1) = 0.5 I \begin{bmatrix} \cos(\chi_{11}) & \cos(\chi_{12}) \\ \sin(\chi_{11}) & \sin(\chi_{12}) \end{bmatrix}$$
$$M = \begin{bmatrix} m_{11} & m_{12} \\ m_{12} & m_{22} \end{bmatrix}$$
$$C(\chi) = 0.5 R^{-1} \mathbf{r}^T m \mathbf{d} \begin{bmatrix} 0 \\ -\dot{\chi}_{13} \end{bmatrix}$$
$$D = \begin{bmatrix} d_{11} & 0 \\ 0 & d_{22} \end{bmatrix}$$
$$m_{11} = 0.25 R^{-2} \mathbf{r}^2 (m R^2 + I) + I_w$$
$$m_{12} = 0.25 R^{-2} \mathbf{r}^2 (m R^2 - I)$$
$$m = m_c + 2m_w$$
$$I = m_c d^2 + 2m_w R^2 + I_c + 2I_m$$
$$\tau = [\tau_1, \tau_2]^T$$
$$\tau_d = [\tau_{d1}, \tau_{d2}]^T$$

where $\chi_{11} = x_1$, $\chi_{12} = y$ are the coordinates of $P_0$ and $\chi_{13} = \theta$ is the heading angle of the mobile robot, $\chi_{21} = v_1$, $\chi_{22} = v_2$ represent the angular velocities of right and left wheels, respectively and $\chi_{31} = i_{a1}$, $\chi_{32} = i_{a2}$ represent motor currents of right and left wheels, respectively. $R$ is half of the width of the mobile robot and $r$ is the radius of the wheel, $d$ is the distance from the center of mass $P_c$ of the mobile robot to the middle point $P_d$ between the right and left driving wheels. $m_c$ and $m_w$ are the mass of the body and the wheel with a motor, respectively. $I_1$, $I_2$, and $I_m$ are the moment of inertia of the body about the vertical axis through $P_c$, the wheel with a motor about the wheel axis, and the wheel with a motor about the wheel diameter, respectively. The positive terms $d_{ii}$, $i = 1, 2$, are the damping coefficients. $\tau \in \mathbb{R}^2$ is the control torque applied to the wheels of the robot, $\tau_d \in \mathbb{R}^2$ is a vector of disturbances including unmodeled dynamics. $K_F = \text{diag}[k_{a1}, k_{a2}]$ is the motor torque constant, $i_a = [i_{a1}, i_{a2}]$ is the motor current vector, $u \in \mathbb{R}^2$ is the input voltage, $R_a = \text{diag}[r_{a1}, r_{a2}]$ is the resistance, $L_a = \text{diag}[l_{a1}, l_{a2}]$ is the inductance, $K_E = \text{diag}[k_{e1}, k_{e2}]$ is the back electromotive force coefficient and $N = \text{diag}[n_1, n_2]$ is the gear ratio. Here, $\text{diag}[\cdot]$ denotes the diagonal matrix. Model (16) is discretized using the Euler methodology.

A. Neural Identification Design

To obtain a discrete-time neural model for the electrically driven nonholonomic mobile robot (16) we employ the identifier developed in [7], with $n = 7$ (the number of states) and trained with EKF, and is defined as follows

$$x_{1,k+1} = w_{11,k} x_{11,k} + w_{12,k} x_{12,k} + w_{13,k} x_{13,k} + u_{1,k} + w_{14,k} x_4$$
$$x_{2,k+1} = w_{21,k} x_{11,k} + w_{22,k} x_{12,k} + w_{23,k} x_{13,k} + u_{2,k} + w_{24,k} x_4$$
$$x_{3,k+1} = w_{31,k} x_{11,k} + w_{32,k} x_{12,k} + w_{33,k} x_{13,k} + u_{3,k} + w_{34,k} x_4$$
$$x_{4,k+1} = w_{41,k} x_{11,k} + w_{42,k} x_{12,k} + w_{43,k} x_{13,k} + u_{4,k} + w_{44,k} x_4$$
$$x_{5,k+1} = w_{51,k} x_{11,k} + w_{52,k} x_{12,k} + w_{53,k} x_{13,k} + u_{5,k} + w_{54,k} x_4$$
$$x_{6,k+1} = w_{61,k} x_{11,k} + w_{62,k} x_{12,k} + w_{63,k} x_{13,k} + u_{6,k} + w_{64,k} x_4$$
$$x_{7,k+1} = w_{71,k} x_{11,k} + w_{72,k} x_{12,k} + w_{73,k} x_{13,k} + u_{7,k} + w_{74,k} x_4$$ (17)

where $x_1$ and $x_2$ identify the $x$ and $y$ coordinates, respectively; $x_3$ identifies the robot angle; $x_4$ and $x_5$ identify the angular velocities of right and left wheels, respectively; finally, $x_6$ and $x_7$ identify the motor currents, respectively. The NN training is performed on-line, and all of its states are initialized in a random way. The RHONN parameters are heuristically selected as:
At the second step, we introduce a new variable as \( z \), \( \varphi \). The neural network structure (17) is determined where

\[
P_1(0) = 1 \times 10^8 \\
P_2(0) = 1 \times 10^2 \\
P_3(0) = 1 \times 10^8 \\
P_4(0) = 1 \times 10^2 \\
P_5(0) = 1 \times 10^2 \\
P_6(0) = 1 \times 10^2 \\
P_7(0) = 1 \times 10^2
\]

It is important to consider that for the EKF-learning algorithm the covariances are used as design parameters [20], [21]. The neural network structure (17) is determined heuristically in order to minimize the state estimation error.

**B. Control Synthesis**

In order to facilitate the controller synthesis, we rewrite neural network (17) in a block structure form as

\[
x_{1,k+1} = \begin{bmatrix} x_{1,k+1} \\ x_{2,k+1} \\ x_{3,k+1} \\ \end{bmatrix} = \begin{bmatrix} w_{1,k} \varphi_1(\chi_{1,k}) + w_{1,k} \chi_{2,k} \\ w_{2,k} \varphi_2(\chi_{1,k}, \chi_{2,k}) + w_{2,k} \chi_{3,k} \\ w_{3,k} \varphi_3(\chi_{1,k}, \chi_{2,k}, \chi_{3,k}) \\ \end{bmatrix}
\]

with \( \chi_{1,k}, \chi_{2,k}, \chi_{3,k}, \varphi_1, \varphi_2, \varphi_3, w_{1,k}, w_{2,k}, w_{3,k}, w_{1,k}, w_{2,k}, w_{3,k}, w_{3,k} \) and \( w_{3,k} \) of appropriated dimension according to (18).

The goal is to force the state \( x_{1,k} \) to track a desired reference signal \( \chi_{1\delta,k} \). This is achieved by designing a control law as described in [7]. First the tracking error is defined as

\[
z_{1,k} = x_{1,k} - \chi_{1\delta,k}
\]

Then using (18) and introducing the desired dynamics for \( z_{1,k} \) results in

\[
z_{1,k+1} = w_{1,k} \varphi_1(\chi_{1,k}) + w_{1,k} \chi_{2,k} - \chi_{1\delta,k+1} = K_1 z_{1,k}
\]

where \( K_1 = diag\{k_{11}, k_{21}, k_{31}\} \) with \(|k_{11}|, |k_{21}|, |k_{31}| < 1\). The desired value \( \chi_{2\delta,k} \) for the pseudo-control input \( \chi_{2,k} \) is calculated from (19) as

\[
\chi_{2\delta,k} = (w_{1,k})^{-1}(- w_{1,k} \varphi_1(\chi_{1,k}) + \chi_{1\delta,k+1} + K_1 z_{1,k})
\]

At the second step, we introduce a new variable as

\[
z_2 = x_{2,k} - \chi_{2\delta,k}
\]

Then using (18) and introducing the desired dynamics for \( z_{2,k} \) results in

\[
z_{2,k+1} = w_{2,k} \varphi_2(\chi_{1,k}, \chi_{2,k}) + w_{2,k} \chi_{3,k} - \chi_{2\delta,k+1} = K_2 z_{2,k}
\]

where \( K_2 = diag\{k_{12}, k_{22}\} \) with \(|k_{12}|, |k_{22}| < 1\). The desired value \( \chi_{3\delta,k} \) for the pseudo-control input \( \chi_{3,k} \) is calculated from (21) as

\[
\chi_{3\delta,k} = (w_{2,k})^{-1}(- w_{2,k} \varphi_2(\chi_{1,k}, \chi_{2,k}) + \chi_{2\delta,k+1} + K_2 z_{2,k})
\]

At the third step, we introduce a new variable as

\[
z_3 = x_{3,k} - \chi_{3\delta,k}
\]

Taking one step ahead, we have

\[
z_{3,k+1} = w_{3,k} \varphi_3(\chi_{1,k}, \chi_{2,k}, \chi_{3,k}) + w_{3,k} u_k - \chi_{3\delta,k+1}
\]

where \( u_k \) is defined as

\[
u_k = - \frac{1}{2} (R(z_k) + g^T(x_k) P g(z_k))^{-1} g^T(x_k) P (f(x_k) - x_{\delta,k+1})
\]

where the controllers parameters are selected heuristically as \( w'_{1,k} \) and \( w'_{2,k}, w'_{3,k} \) are defined as \( 2 \times 2 \) identity matrices.

**VI. SIMULATION RESULTS**

This section presents the simulation results of the proposed visual servoing scheme. The simulations have been performed using Matlab-Simulink.

The physical parameters of the mobile robot in the simulations were defined as

\[
R = 0.75 m \\
d = 0.3 m \\
r = 0.15 m \\
L_m = diag(0.048, 0.048|H) \\
m_c = 30 kg \\
K_E = diag(0.02, 0.02|V/ (rad/s)) \\
m_w = 1 kg \\
N = diag(62.55, 62.55) \\
I_c = 15.625 kgm^2 \\
I = diag(0.2613, 0.2613|N m/A) \\
I_w = 0.005 kgm^2 \\
d_m = d_m = 0.5N
\]

In the simulation the robot moves under the action of the proposed controller, the controller uses as references a linear velocity \( v = 0.2 m/s \) and the angular velocities estimated by the PSO-PBVS algorithm. In the simulation the initial pose of the robot is \([0 0 0]^T\), and the desired pose is \([1.31560.4788 0.3491]^T\).

The sampling time of the simulation was \( T = 0.01 s \). Simulations results are presented as follows: In Fig. 2 we present the camera motion in the 3D space, computed by the proposed PSO-PBVS approach. Fig. 3 shows the identification performance for x-axis, y-axis and \( \theta \) angle. Fig. 5 shows the trajectory tracking results. In Fig. 5 we present the tracking errors. In Fig. 6 we show the applied control signal for the left and right wheels. Fig. 7 presents the current identification for simulation in left and right wheels. Finally, Fig. 8 shows the angular velocity identification for simulation in left and right wheels.
VII. EXPERIMENTAL RESULTS

We have accomplished the presented methods in our mobile robot platform (9). The robot is equipped with a Kinect sensor, which is a sensor that provides vision data, i.e. an image, but it also provides the depth of this data. Therefore, we can retrieve the features 3D pose with respect to the current camera pose.

The target object contains three circles which are segmented using an hsv segmentation, then their centroids are used as features for the task. The transformation between the current pose and the desired pose $^{c}T_{c\ast}$, is computed directly from the the features defined with respect to the current pose $^{c}X$ and the features defined with respect to the desired pose the $^{c\ast}X$, using [22]. The visual servoing task is shown in Fig. 10, the figure shows the trajectory computed with the proposed algorithms.

VIII. CONCLUSIONS

In this paper a new PBVS approach has been presented, namely the PSO-PBVS algorithm. This approach uses particle swarm optimization (PSO) to solve the visual servoing task. The PSO-PBVS allows to control the 3D trajectory of the robot, while keeping the visibility of the 3D features. In
addition, since the algorithm does not require the inversion of any matrix (e.g. Jacobian or interaction matrix), then it does not have singularities as conventional PBVS.

With the linear velocity and the angular velocity estimated by PSO-PBVS, an intelligent controller is used to estimate the currents for each motor, and also to ensure that the motors provide the desired velocities. The intelligent controller uses a discrete-time recurrent high order neural network (RHONN), trained with an EKF algorithm.
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