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Abstract—Financial markets are very important to the eco-
nomical and social organization of modern society. In this kind
of market, the success of an investor depends on the quality of
the information he uses to trade in the market, and on how fast
he is able to take decisions. In the literature, several statistical
and soft computing mechanisms have been proposed in order to
support investors decision in the financial market. In this work
we propose an autonomous trader agent that is able to compute
technical indicators of the stock market and take decisions on
buying or selling stocks. Our trader agent is based on a single
hidden layer feedforward (SLFN) ensemble trained with online
sequential extreme learning machine (OS-ELM), a variant of
ELM that is able to learn data one-by-one and dynamically
accommodate changes in the market. In addition, we propose a set
of trading rules that guides the trader agent in order to improve
the potential profit. Experimental results on real dataset from
Brazilian stock market showed that our proposed trader agent
based on OS-ELM ensemble is able to increase the financial gain
when compared with other approaches proposed in literature.

I. INTRODUCTION

Financial markets are very important to the economical
and social organization of the modern society. In this kind
of market, the success of investors is based on the quality of
the information they use to support decision making and on
how fast they take decisions. Many macro-economical factors
can affect a financial market, including political situations,
company policies, general economic conditions, supply and
demand, investors expectations, among others [1]. The in-
vestment analysis studies all these factors in order to predict
the future prices of a stock and support profitable decisions
on when to buy or sell stocks. The stock market prediction
problem has been widely studied in the fields of finance,
engineering and mathematics in the last years due to its
potential financial gain [2].

Two approaches commonly used to analyze and predict
stock prices are (1) fundamental analysis and (2) technical
analysis. The former approach studies all the economic factors
that influence market movements, and it presents a longer
term prediction spectrum. The technicians, on the other hand,
believe that the price already includes all the fundamentals that
affect it. In this sense, technicians usually study the historical
behavior of a stock as a time series, believing that the history
tends to repeat itself [3]. This modeling approach avoids the

analysis of all those subjective economic factors. A time series
is a set of observations collected sequentially in time [4].
Studying stock price movements as a time series presents
several advantages arising from time series analysis, such as
the identification of trends, the presence of seasonal effects or
cycles, and outliers [5]. Technical analysis is more appropriated
to short term trading, such as intraday, daily, or weekly [6].

Financial time series prediction can be considered one of
the main challenges in the time series and machine learning
literature [7]. In the last decades, several approaches have been
proposed in order to predict stock markets and to provide
decision-making support systems [8]. Two major classes of
works on forecasting financial time series are statistical models
and soft computing approaches [9]. Statistical models, such as
time series regression, exponential smoothing and autoregres-
sive integrated moving average (ARIMA), assume that the time
series under study are generated from a linear process [10],
and try to model the underlying process in order to make
predictions about the future values of the series. However,
financial time series are essentially complex, highly noisy,
dynamic, non-linear, nonparametric, and chaotic in nature [11].

Soft computing techniques, such as expert systems, fuzzy
systems and artificial neural networks (ANNs), have been
applied with relative success in modeling and predicting
financial time series [12]. Many soft computing techniques
are able to capture nonlinear relations among relevant factors
with no prior knowledge about the input data [13]. Among
these techniques, ANNs have been widely used in forecasting
time series, since they are data-driven, self-adaptive methods
able to capture nonlinear behaviors of time series without
any statistical assumptions about the data [7], [14]. Due to
these advantages, several types of ANNs have been used in
forecasting financial time series, such as feedforward neural
networks (FFNN), support vector machines (SVM), Elman
networks, probabilistic neural networks (PNNs) and neuro-
fuzzy systems [13].

In this context, a fast training algorithm applied to single
hidden layer feedforward network (SLFN) called extreme
learning machine (ELM) was recently proposed in the lite-
rature [15]. ELM is a learning algorithm that presents better
generalization performance and a much faster learning process,
when compared with traditional gradient descent learning
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methods, such as backpropagation. ELM does not suffer from
some issues of other training algorithms, such as the need
to adjust the training parameters, the stopping criteria, and
get stuck in local minima [16]. However, despite its main
advantage of fast training time, ELM is a batch learning
algorithm. That means it requires that all training data are
available before training [17]. In several applications, such as
in financial market forecasting, the learning process should be
continuous, since new data arrives time by time and should
be incorporated in the learning process in order to improve
the prediction accuracy. Liang et al. [18] proposed the online
sequential extreme learning machine (OS-ELM), a variant of
ELM able to learn data one-by-one or blocks of data in a very
fast way. In theory, since OS-ELM is a sequential learning
process, it will enable the learning process to incorporate trend
and seasonality changes in price movements automatically.

In this work, we propose an autonomous trader agent that
is able to negotiate in the financial market without human
intervention. The trader agent implements an ensemble of
SLFNs trained with OS-ELM to learn how to map the past
values of a stock time series into future prices, and a set of
trading rules that uses the predicted prices provided by the
SLFN ensemble in order to identify trading opportunities in the
market. The ensemble architecture is useful in order to over-
come the randomness in adjusting the input weights provided
OS-ELM training algorithm. We have tested our trader agent
in the Brazilian stock market BM&F BOVESPA. To validate
our trader agent, we compare the forecasting accuracy and
financial returns obtained by it with a trading system that uses
an MLP trained with the Levenberg-Marquardt algorithm and
a trading system that uses an ELM ensemble.

The remainder of this paper is organized as follows. Section
II describes some works related with our research. Section III
explains our proposed trader agent in detail. In Section IV, the
experimental results are discussed. Section V gives a summary
and directions for future works.

II. RELATED WORKS

Artificial neural networks have been one of the most
frequently soft computing mechanisms applied to financial
forecasting problems, since they perform very well in uncertain
and noisy environments [19]. In the work proposed in [20],
the authors implemented a feedforward neural network trained
with backpropagation to build a predictor used in a stock tra-
ding system applied to the Australian stock market. The neural
network implemented uses as input four variables arising from
fundamental analysis: price earning ratio (PE), book value,
return on equity (ROE) and dividend payout ratio. The ANN
output is a strength signal that represents the expected returns
of the stock predicted. This output feeds a trading system that
decides when buy or sell the stock.

In [21], the authors proposed a trading system based
on a generalized feedforward neural network trained with
backpropagation with momentum. The neural network is used
to learn and forecast the relative strength indicator (RSI), one
of the most used financial indicators in technical analysis. RSI
is a momentum oscillator that measures the speed and direction
of price movements, and can be used to measure the rate
of rise or fall in stock prices. In that work, the generalized

feedforward network is fed with RSI from different days in
order to predict future RSI. The trading system uses two rules
based on predicted RSI in order to decide whether to buy or
sell stocks. If the predicted RSI is higher than 70, the trading
system advises to sell. If predicted RSI is lower than 30,
the trading system advises to buy stocks. Authors evaluated
the neural network in terms of prediction accuracy of RSI.
The trading system was evaluated by counting the number of
success operations advised by the system (buy or sell) divided
by the number of operations.

The work proposed in [6] investigated how to make
profitable trades in the foreign exchange market (FOREX)
using an automated trading system. The proposed system
uses a feedforward multilayer perceptron (MLP) trained with
Levenberg-Marquardt learning algorithm to forecast whether
the currency is going up or down. A genetic algorithm is used
to search for the best network topology in order to improve
the forecaster accuracy. The authors proposed three trading
strategies that analyze the predicted price movement of the
currencies and decide in which currency pair the system will
trade. Results showed that the trading system model proposed
in the work achieve an annualized return of 23.3%.

In the work proposed in [22], the author investigated how
to use Bayesian networks to predict stock markets. A Bayesian
network is a kind of neural network in which the link weights
are considered random variables and their density functions
are written according to the Bayes rule. The adjustment of
weights during the learning process consists of determining the
probability density function for each weight. A three layered
feedforward neural network is used in this work to predict
stock price movements. Nine technical indicators are used as
input and the predicted next day stock price is the output. In
the experimental results, the proposed Bayesian network was
compared with a fusion model with weighted average and with
ARIMA. Results showed that the proposed forecasting method
presented similar results to the compared methods in terms of
forecasting accuracy. However, no trading system mechanism
was proposed in order to evaluate the power of making profit
by using the proposed methodology.

The work proposed in [23] implemented a day trading
system that uses an MLP to learn the relationship among
some technical indicators and to predict daily maximum and
minimum stock prices. These predicted prices are used as input
to a day trading system that operates in BM&F Bovespa. The
MLP was trained with backpropagation with momentum. The
system works by following the stock market in real time and
uses the maximum and minimum predicted prices in order
to decide the best time to trade during the day. The system
defines some trading rules that are tested every 15 minutes
to advise the investors to perform an enter or exit trade. If
the current price is smaller than the minimum predicted price,
the system advises the investor to buy the stock. If the current
price is greater than the maximum predicted price, the investor
is advised to sell the stocks. The goal is to buy in the minimum
and sell in the maximum price during the day. More than
one buy or sell operation is allowed in the same day, and
these operations can occur in any order, as long as they are
alternated. If the first operation (regardless of being a buy or
sell) is done, the second operation is done compulsorily in the
last minute of the same day. Authors claimed that the proposed
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system achieved an annualized return close to 100% for the
tested stocks.

III. PROPOSED TRADER AGENT

In this work, we propose an autonomous trader agent which
is able to negotiate in the stock market in an autonomous way.
Our trader agent is composed of two modules: a forecasting
module and a decision-making module. The forecasting mo-
dule is responsible for predicting the future prices and for
feeding the decision-making module. This last module uses the
predicted prices to decide which action to do, that is, whether
to buy or sell stocks during the working day. In this section,
we describe how these modules cooperate in order to make
profitable trades in the market.

A. Forecasting Module

The success of a trader in the financial market is based on
the quality of the information he has about the market and,
specially, based on how he can predict whether the price will
go up or down. In this sense, the accuracy of the trader’s pre-
diction is very important for improving stock returns. Technical
and fundamental analysis provide their particular variables and
approaches to study the market and to make forecasts about
future prices. In this work, we use some technical indicators to
model stock price movements as a time series in order to build
an autonomous forecaster able to make short term predictions.

In the literature, several works have used multilayer per-
ceptron (MLP) trained with backpropagation to learn some
technical or fundamental indicators and make predictions about
future market movement [13]. Backpropagation is a supervised
learning algorithm that adjusts the network synaptic weight
matrices based on the back propagation of the error in the
output layer [24]. This adjustment is done in several epochs
until an error criteria is achieved. Backpropagation is widely
used in several problems, yet it has several disadvantages
when applied to dynamic problems, such as financial market
prediction. Backpropagation, as well as other gradient descent
based learning methods, suffer from some problems, namely
slow convergence, local minimum, and the need to tune several
parameters such as, for example, the learning rate and the
number of learning epochs [16].

In order to overcome the problems of the backpropagation
training algorithm, Huang et al. [15] proposed the extreme
learning machine (ELM), a learning algorithm developed
to train single hidden layer feedforward neural networks
(SLFNs). SLFNs have been extensively applied in many fields,
such as pattern recognition, signal processing, short-term pre-
diction and so on. The ELM algorithm randomly chooses the
input weight matrix (which links input and hidden nodes)
and the input biases, and analytically determines the output
weight matrix of the SLFN. ELM presents better generalization
performance than backpropagation with much faster learning
speed [15]. In addiction, it is suitable for both nonlinear
activation functions and kernel functions.

Despite all advantages of ELM, it is a batch learning
algorithm, which requires that all training data are available
before training. In financial market forecasting, the learning
process should be continuous, since the complete data set is

not available beforehand. As financial data is dynamic and non-
linear, by using backpropagation or ELM, we should repeat the
training process with the past data as well as the new daily
data in order to accommodate changes in price movements and
in other time series properties, such as trends and seasonal
factors.

Recently, Liang et al. [18] proposed the online sequen-
tial extreme learning machine (OS-ELM), a variant of ELM
that can learn data one-by-one or chunk-by-chunk (blocks of
data) with fixed or varying chunk size. OS-ELM combines
the advantages of ELM, such as speed and generalization
performance, with a sequential learning process in which, at
any time, only the newly arrived single or chunk data is used
for learning instead of the whole data set again [17].

In this work, we use an ensemble of single hidden layer
feedforward networks (SLFN) trained with OS-ELM in the
forecasting model. An ensemble is desired when using ELM
and OS-ELM since the input weights and biases are chosen
randomly and these parameters are not adjusted during the
training. Methods that search for optimal parameters and face
randomness tend to differ from one run of the algorithm to
the next [25]. The different weights obtained in each run
correspond to different generalizations of the learned problem.
One way to solve this problem is by using a collective decision
instead of an individual solution. The use of ensembles allows
exploring additional information and the consensus among
individuals that compose the ensemble with the goal of im-
proving the generalization performance when compared with
an individual predictor.

There are several ways to built an ensemble, such as simple
averaging, voting, bagging, boosting, among others [26]. In
[27], authors used an ELM ensemble to predict Quebec births
time series which applied a weighted linear combination to
combine individual outputs. In this work, we use the simple
averaging as the ensemble method. Each individual SLFN is
trained with OS-ELM using the same training data set, but set
with different numbers of hidden neurons such that different
SLFNs can converge to different weight configurations. The
ensemble output is the average results of each individual
SLFN. Despite its simplicity, the simple averaging ensemble
method can achieve good results both in classification and
regression problems [26].

Each individual SLFN has 33 input nodes and 2 outputs,
which is an identical configuration to that used in the MLP
proposed in [23]. The input data is composed by daily open,
high, low and close prices and two classical technical indica-
tors: the exponential moving average (EMA) and the Bollinger
Bands (BB). The 33 input variables are as follows:

1) lowest and highest prices of the 5 previous days;
2) opening and closing prices of the 5 previous days;
3) EMA of the lowest and highest prices of the 5

previous days;
4) EMA of the opening and closing prices of the 5

previous days;
5) BB of the opening and closing prices of the 5

previous days;
6) BB of the lowest and highest prices of the 5 previous

days;
7) opening price of the current day.
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In [23], the authors claimed that these 33 variables used
in their study were chosen based on experts knowledge and
supported by a vast literature in the area. These inputs were
preprocessed by simple normalization:

xnorm =
xi

xmax
.

Preprocessing the data before feeding the ensemble has
the goal of re-scaling data to a range {0,1}. The 2 outputs
are the predicted maximum and minimum prices for the next
day. The trader agent uses these two outputs in the decision-
making module, to make profitable trades during the next day.
The SLFN ensemble used in this paper is composed of 30
individual SLFNs, in which the number hidden neurons of each
individual SLFN varies in a range from 10 to 300 in intervals
of 10 units. In preliminary experiments, we tested ensembles
with 50 and 100 SLFNs, but these strategies increase the
running time meanwhile does not improve the overall results in
average. We also tested other combinations of hidden neurons
in each individual SLFNs, but the used strategy showed the
best trade-off between computation cost and solution quality.

B. Decision-Making Module

In [23], the authors proposed a set of trading rules which
uses the maximum and minimum outputs provided by an
MLP trained with backpropagation to take business decisions
in the market. In summary, these rules advise the investor
to buy stocks when the current price reaches the minimum
predicted price and advise to sell when the current price
reaches the maximum predicted price, making profit between
these two trades. The proposed rules also state that if just one
operation is performed during the day, the investor is advised to
perform the second operation in the last minute of the working
day, regardless of whether the price trend is an uptrend or
downtrend. Besides this, the system proposed in [23] defines a
risk management based on stop-loss, which is a special trading
order that indicates the tolerance of the investors to lose open
positions. It is used to manage the risk involved in buying a
stock.

In this work, we propose an agent that is able to au-
tonomously trade in the market in real time. To build the
decision-making module of the agent, we incorporate some
rules proposed in [23], but we also define new rules in order
to improve the chances of profit. The proposed trader agent
perceives the environment by monitoring the market with a
frequency of one minute, instead of every 15 minutes as in
[23]. Every minute in the working day, the agent verifies
and compares the current price of the trading stock with
the maximum and minimum predicted prices provided by
the forecaster module described above. We made preliminary
experiments using 15 minutes frequency, but we observed that
the agent could lose the exact moment in which the price
reaches the maximum or minimum predicted prices, and it
also lost a trade opportunity.

1) First Improvement – Confidence Intervals: The first
issue encountered in the trading rules proposed in [23] is the
fact that these rules work with exact values, i.e., the rules
compare the predicted and current stock prices and advises
the investor to trade when the current price is equal or less

than the predicted minimum price or when the current price
is equal or greater than the maximum. For example, if the
minimum predicted price of a stock is R$ 18.20 (approximately
U$ 7.80) and, during the day, the minimum price reached by
the stock was R$ 18.22, no buying operation is done. Using
this trading scheme, even when the forecaster presents a good
performance, and the predicted prices are very close but not
exactly the maximum and minimum prices the stock reaches
during the day, no trades are done.

With this in mind, in our work, we use an ensemble
composed by several SLFNs in which the actual output of
the ensemble is an average of the predicted prices of the
individuals SLFN, as described above. However, in order to
avoid the problem of exact prices comparison, we use the
confidence interval related with the predicted prices provided
by each individual SLFN in the ensemble. To compute this
confidence interval, we assume that outputs provided by
each individual SLFNs arise from a normal distribution with
unknown variance. Thus, during the working day, at every
minute, the trader agent verifies whether the current stock price
is within the confidence interval of the predicted maximum
price or in the confidence interval of the predicted minimum
price provided by the SLFN ensemble. We use a confidence
interval with a significance level of 0.01, so we have an
interval we can be 99% sure contains the true average output
of the ensemble. Student’s t distribution was used to compute
this confidence interval. Using this new scheme, when the
forecaster has a good performance, and the predicted prices
are very close to the current prices reached during the day, the
agent will not lose the opportunity to perform a trade.

2) Second Improvement – Lookahead: The second im-
provement made over the trading rules proposed in [23] was
the change in the rule which prescripts a compulsory trade in
the last minute when just one operation is made during the
day. In essence, that can be considered a naive strategy since
the stock price generally shows an uptrend or downtrend and,
in some cases, it is more profitable to hold the stock or not buy
in the last minute. We propose a new strategy that consists in
running the forecaster module before the last minute of each
day in order to obtain the prediction for the next day. The
agent negotiates in the last minute based on this prediction for
the next day.

Figure 1 illustrates an example where the strategy of selling
stocks compulsorily in the last minute is not a good strategy.
In this scenario, the agent buys one stock on day d1 in the
minimum predicted price by R$17.50 and, in that day, the
price does not reach the maximum predicted price. According
to the rules proposed in [23], in the last minute, the system
compulsorily sells the stock by the price of R$18.00. In next
day (d2), the agent again buys one stock when the price
reaches the minimum predicted by R$ 18.40 and sell it on
the maximum predicted by R$ 18.90. The total profit on these
two days is p1 + p2 = 0.50 + 0.50 = R$1.00 (Figure 1(a)).
But, using our trader agent rules, if the agent predicts that
the minimum price of day d2 is higher than the price in the
last minute of the current day (R$18.00 < R$18.40), then it
would know that the best action is to hold the stock to sell it in
the next day. Using our strategy, the total profit is p3 = 1.40
(Figure 1(b)). Moreover, the agent would perform just two
operations instead of four, which reduces the trading costs.
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Fig. 1. (a) Strategy proposed in [23]. (b) Our strategy.

The new proposed rules are as follows. If the price in the
last minute is higher than the predicted maximum price for
the next day, there is a high probability that the price will
fall, and the best decision is to sell the stocks or keep out
of the market. If the price in the last minute is lower than
the minimum predicted price for the next day, it means that
the price will rise, and the best decision is to keep within the
market (as one can see in Figure 1(b)). However, if the price
in the last minute lies between the maximum and minimum
predicted prices, the agent should observe the movements of
the market to decide on the best action to perform.

Figure 2 helps to understand the case in which the closing
price is between the predicted maximum and minimum prices
for the next day. In this case, the price movement is in an
uptrend. Given the current price in the last minute of day d5 is
equals to R$ 18.20 and the minimum and maximum predicted
prices for d6 are R$ 18.00 and R$ 18.50, respectively. As the
price movement shows an uptrend, probably during d6, the
price will open near the minimum, will reach the minimum
predicted price and then will increase until the maximum,
closing at the end of day higher than the open price. So, if the
agent has one stock and it sells this stock in the last minute
of d5 (blue mark), it gets R$ 0.60 and, in next day, it buys
again one stock by R$ 18.00 in the minimum (red mark) to
sell it by R$ 18.50, when the price reaches the maximum. In
this case, the total profit in these two days (d5 and d6) is R$
1.10.

Fig. 2. Proposed strategy in an uptrend movement.

Another possible situation is the one where the price in the
last minute of day d5 is between the minimum and maximum
predicted prices for the next day (d6), but the price is in a
downtrend. In this case, there is a high probability that the
opening price in d6 will be high and the maximum price will

be reached before the minimum during that day, as in Figure 3.
According to the strategy proposed in [23], the trading system
would sell the stock in the last minute of day d5 by the closing
price R$17.60 (green mark), making a profit of R$ 0.40 in day
d5. In d6, the price would reach the maximum price first, and
system would do nothing in this point. Just when the price
reaches the minimum predicted price, the system would buy
the stock again, making no profit in day d6. In our strategy,
on the other hand, in day d5, the agent computes that the price
movement is in a downtrend and believes that the maximum
price in day d6 will be reached fist. Thus, the agent does not
sell the stock at the end of day d5, but sell it in d6 when
the price reaches the maximum predicted price of R$ 18.20,
making a profit of R$ 1.00. Posteriorly, the agent also buys the
stock again in the minimum of d6 and it has a high probably
it will sell it in the maximum of the next day (d7). As one can
see in the experiments, this new strategy increases the profit
during both uptrend and downtrend movements.

Fig. 3. Proposed strategy in a downtrend movement.

The stop-loss and start-gain rules in our trade agent are
identical to that proposed in [23], which is 0.5% of the trade
price. We can summary these day trading rules as follows:

1) if price ≤ minpred, buy;
2) if price ≤ stop loss, sell;
3) if price ≥ maxpred, sell;
4) if price ≥ start gain, buy;
5) if last minute

• if price ≥ maxnext, sell;
• if price ≤ minnext, buy;
• if minnext ≤ price ≤ maxnext, then
◦ if uptrend, exit or keep outside;
◦ if downtrend, enter or keep inside;

An important step in our strategy is how to predict whether
the price is in an uptrend or downtrend movement. The
heuristic used in this work consists of computing a simple
moving average of the prices (SMA) and comparing with the
current price. When the price is over the SMA, then it is
considered in an uptrend, and when it is under the SMA, the
price is considered in a downtrend. In preliminary experiments,
we tested SMA varying the number of days from 2 to 20 days
and the best results were achieved with a SMA of 2 days.
We believe that this is due to the fact that the system uses
the prediction to the next day, so it is concerned with a very
short-term trend.
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IV. EXPERIMENTS AND RESULTS

This section reports the experiments executed in order to
evaluate the performance of the proposed trader agent modules
in terms of generalization performance, training time, and
financial returns obtained in a real world scenario. These
experiments are divided into two parts. In the first part, we
evaluate the forecaster module using the mean absolute per-
centage error (MAPE), which measures the predictor accuracy
in percentage. In the second part, we evaluate the performance
of the decision-making module by computing the final capital
obtained and the annualized return, a metric that is used to
evaluate performance of investments with high liquidity.

A. Forecasting Evaluation

In order to evaluate the performance of the forecaster mo-
dule, we implemented and compared the results of the SLFN
ensemble trained with OS-ELM with a multilayer perceptron
(MLP) and with an SLFN ensemble trained with extreme
learning machine (ELM). All algorithms were implemented
in MATLAB 7.13 in a machine with Intel i5 processor and
a 4 GB DDR4 RAM. The MLP architecture has the same
configuration of that used in [23]: it has the traditional three
layers with 33 input neurons, 2 output neurons and the number
of hidden neurons is computed by the heuristic hidden =√
input ∗ output. However, in contrast with that work, we

have used the Levenberg-Marquardt to train the MLP, since
the backpropagation with momentum presents a slow training
process. The ensemble is composed by 30 SLFNs trained with
ELM in which the number hidden neurons of each individual
SLFN varies in a range from 10 to 300 in intervals of 10
units. The ensemble output is the simple average of individual
SLFNs.

The dataset used in these experiments is composed by
time series data from three of the most negotiated stocks in
Brazilian market: Petrobras PN (PETR4), Vale PNA (VALE5)
and Bradesco PN (BBDC4), which belong to different market
segments, namely an oil company, a mining company and a
bank, respectively. These data are in one minute frequency and
correspond to a period that varies from 02 February 2009 to 25
October 2013, which totals 1171 working days. For each time
series, we used the last 150 days to test and the first 1021 to
train the forecasters. Figure 4 shows the plots of the PETR4,
VALE5 and BBDC4 time series, respectively. The 150 testing
days are in red color. As one can see, each time series has a
different behavior.

In the experiments, we have executed each forecaster
method 50 times for each time series and measured the
averaged training time (in seconds) and averaged MAPE for
the maximum and minimum predicted prices. Table I presents
the results of the experiments for PETR4. One can see that
in terms of computation time, the OS-ELM ensemble presents
the higher costs among the three forecasters, which is appro-
ximately 54 seconds. In terms of generalization performance,
OS-ELM present better results for the maximum price, but
statistically similar results for the minimum predicted prices.

Table II presents the results of applying the forecasters in
VALE5. In this table, one can see that training time is similar
to those in PETR4. OS-ELM presents better accuracy in terms
of the maximum predicted price and similar performance to

Fig. 4. (a) PETR4, (b) VALE5, (c) BBDC4 time series.

TABLE I. COMPARISON OF THE FORECASTERS FOR PETR4.

Time MAPE max MAPE min
Forecaster average stdev average stdev average stdev
MLP 1.099 0.170 1.134 0.133 0.999 0.114
ELM Ens 1.363 0.020 1.038 0.021 1.022 0.018
OS-ELM Ens 54.74 0.063 0.918 0.121 1.016 0.682

the ELM ensemble for the minimum predicted price. Both
OS-ELM and ELM ensembles obtained better results than the
MLP. Similar results were obtained for BBDC4, as one can
see in Table III.

TABLE II. COMPARISON OF THE FORECASTERS FOR VALE5.

Time MAPE max MAPE min
Forecaster average stdev average stdev average stdev
MLP 1.147 0.253 0.890 0.054 0.911 0.047
ELM Ens 1.368 0.091 0.855 0.008 0.859 0.010
OS-ELM Ens 54.32 0.387 0.834 0.019 0.853 0.023

TABLE III. COMPARISON OF THE FORECASTERS FOR BBDC4.

Time MAPE max MAPE min
Forecaster average stdev average stdev average stdev
MLP 1.193 0.424 0.837 0.037 0.811 0.038
ELM Ens 1.357 0.018 0.826 0.005 0.788 0.007
OS-ELM Ens 53.52 0.169 0.786 0.139 0.795 0.460

B. Profit Evaluation

In order to evaluate the decision-making module perfor-
mance, we implemented day-trading system proposed in [23].
First we compare the final capital obtained by our decision-
making module with that obtained by [23] by simulating a
forecaster with 100% of accuracy, which we call the Oracle.
This Oracle was built by using the real maximum and mini-
mum prices of the dataset corresponding to the 150 last days
of each time series instead of using the prices provided by
the forecasters. We also compared these results with the buy-
and-hold strategy. The initial capital used was R$ 50.000,00
(approximately U$ 21.740,00). In each trade, the agent uses
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all the money available. Table IV presents a comparison of
the final capital obtained by each strategy using the Oracle
forecaster. One can see that our strategy achieved better results
for all stocks tested. For PETR4, our strategy achieved a
surplus of 19% higher than [23], 83% higher for VALE5
and 57% higher for BBDC4. In all stocks, the buy-and-hold
strategy lost money.

TABLE IV. COMPARISON OF THE FINAL CAPITAL ACHIEVED BY EACH
STRATEGY.

Trading strategy PETR4 VALE BBDC4
Buy-and-hold R$ 49.974,00 R$ 48.380,00 R$ 44.904,00
Martinez et al. [23] R$ 685.910,00 R$ 403.514,00 R$ 433.804,00
Our strategy R$ 816.295,00 R$ 740.513,00 R$ 683.837,00

In the second set of experiments, we compared the power
of making profit of OS-ELM ensemble with the MLP and
ELM ensemble using the implementation of day-trading stra-
tegy proposed in [23]. We executed each forecaster and day-
trading system 50 times for PETR4, VALE5 and BBDC4
and measured the average final capital achieved by each
forecaster. Figure 5 shows a comparison of the results and
associated standard deviations achieved by the day-trading
system using these three implemented forecasters when applied
to PETR4. In this graph, one can see that the OS-ELM obtained
statistically better results than MLP and ELM ensemble.

Fig. 5. Final capital achieved by trading system proposed in [23] using MLP,
ELM ensemble and OS-ELM ensemble applied to PETR4.

Figures 6 and 7 present the results of experiments with
VALE5 and BBDC4, respectively. In these cases, however, one
can see that the OS-ELM is better than the other forecasters
on average, but the results are statistically equivalent.

Fig. 6. Final capital achieved by trading system proposed in [23] using MLP,
ELM ensemble and OS-ELM ensemble applied to VALE5.

We also made similar experiments to compare the profit
obtained by each forecaster, but now applied to our proposed
agent, that is, using the trading rules described in Section III.
Figures 8, 9 and 10 show the results in this new scenario
for PETR4, VALE5 and BBDC4, respectively. For the three

Fig. 7. Final capital achieved by trading system proposed in [23] using MLP,
ELM ensemble and OS-ELM ensemble applied to BBDC4.

stocks, the final capital achieved was higher when using OS-
ELM ensemble in the forecaster module. This may be due to
the fact that OS-ELM is an online sequential training algorithm
that is able to learn changes in time series characteristic, such
as trend, seasonal effects and volatility.

Fig. 8. Final capital achieved by our trader agent using MLP, ELM ensemble
and OS-ELM ensemble applied to PETR4.

Fig. 9. Final capital achieved by our trader agent using MLP, ELM ensemble
and OS-ELM ensemble applied to VALE5.

Fig. 10. Final capital achieved by our trader agent using MLP, ELM ensemble
and OS-ELM ensemble applied to BBDC4.

In a final experiment, we have compared the annualized
return obtained by each forecaster when applied in the day-
trading system proposed in [23], called here strategy 1 (S1),
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and in our trader agent, the strategy 2 (S2) for the three stocks
considered here (Table V). In a horizontal analysis of the table,
we can see that our agent is able to greatly improve the profit
compared with the strategy proposed by [23] (S1 vs. S2). From
a vertical analysis of the table, our proposal of using OS-ELM
ensemble with confidence intervals remarkably increase the
profit when compared with the other forecasters.

TABLE V. COMPARISON OF THE ANNUALIZED RETURN
(PERCENTAGE) ACHIEVED BY EACH STRATEGY.

PETR4 VALE BBDC4
Forecaster S1 S2 S1 S2 S1 S2
MLP 12.2 183.2 36.5 154.0 69.2 221.4
ELM Ens 61.8 217.9 67.5 190.6 84.4 215.9
OS-ELM Ens 268.8 490.5 91.1 301.1 125.5 324.1

V. CONCLUSION

In this paper, we proposed a novel method to build an
autonomous trader agent able to negotiate in stock exchanges.
The agent is composed by two modules. The first one is a
forecasting module, which is able to analyze financial time
series data and predict the next day maximum and minimum
prices. These predicted prices feed the decision-making mo-
dule, which tracks the market in real-time and take decisions
on when to buy or to sell stocks. We used an SLFN ensemble
trained with OS-ELM in order to improve the accuracy of
the forecaster module. Some new trading rules were proposed
in order to improve the agent profit. We compared our agent
with an approach proposed in the literature, which is based on
MLP and with another approach based on ELM. The results
showed that our idea of using the OS-ELM ensemble together
with a new set of trading rules is able to achieve higher profits
when compared with those methods based on MLP and ELM
ensemble.

In this work, the input variables are fixed and composed
by technical indicators used to train the neural networks in the
forecasting module. As a future work, we aim to investigate
the application of feature selection methods, in order to (1)
improve the forecasting accuracy and the profit obtained by
the proposed trader agent, and (2) understand the influence of
each technical variable on trader performance for each stock.
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