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Abstract—Researches on office building energy consumption 
have been hot in these years, but few researchers consider the 
classification of office energy consumption performance which 
can evaluate user behaviors in order to offer a clear analysis of 
energy consumption and improve their energy saving 
consciousness. In this paper, we propose a novel hierarchical 
classification algorithm for evaluating energy consumption 
behaviors at a real energy management system, which combines 
fuzzy c-means clustering with GA (genetic algorithm)-based 
SVM (support vector machine) to fully utilize collected samples. 
The experiment results with real energy consumption data show 
that the proposed algorithm works well to distinguish the 
abnormal behaviors and classify energy consumption behaviors 
accurately on normal offices. 

Keywords— building energy consumption; classification; 
hierarchical algorithm; support vector machine 

I. INTRODUCTION  
With the continuous decrease of the earth’s resources and 

the increase of carbon dioxide emissions due to the 
unreasonable consumption of energy, most of the countries, 
not only developed countries but also developing countries 
who are more dependent on energy, have realized the urgency 
of energy conservation. Almost every year, different 
conferences about energy or climate will be held, such 
as United Nations Climate Change Conference, World Energy 
Congress and World Future Energy Summit, and the primary 
task put forward by these conferences is to effectively make 
full use of existing energy and reduce emissions. Under this 
urgent strategic need, monitoring and analysis of energy 
consumption have attracted more researchers’ attention. It’s 
worth noting that in all categories of energy consumption, 
building consumption occupies a large proportion, even more 
than industrial consumption and transportation [1].  

Nowadays, research directions of building energy mainly 
include: 1.using more renewable energy (such as wind and 
solar) to reduce the demand of fossil sources [2], and many of 
them are mainly aimed at residential buildings to lower user 
costs and the grid burden [3][4][5]; 2. Non-intrusive appliance 
load monitoring (NIALM), or disaggregating the total energy 
consumption into each of the electrical appliances [6][7][8], 
whose feedback can help energy saving on some appliances; 

3. Building energy and comfort management systems to 
control systems by monitoring, data storage and 
communication [9][10]. Among these researches on intelligent 
buildings, office buildings occupy a large proportion [1], and 
many projects have been launched and funded by different 
institutes and universities [11][12]. The energy saving 
potential can be up to 58% followed by [13] in simulation, 
while in actual experiment [14] the saving potential has 
reached 25% much more than before.  

Researches on office building energy consumption contain 
many topics [10][11][12][13][14], but few researchers 
consider the classification of energy consumption performance 
which can evaluate user behaviors in order to offer a clear 
analysis of energy consumption and improve their energy 
saving consciousness. Moreover, the energy consumption 
behavior of some office may be in an abnormal state because 
of decoration or function conversion. It poses challenges for 
evaluation of consumption behaviors accurately. 

 Since labeled examples are fairly expensive to obtain, 
semi-supervised learning which makes use of all collected 
data for training – typically a small amount of labeled data 
with a large amount of unlabeled data – has been a hot topic. 
The standard co-training algorithm [15] requires two sufficient 
and redundant views which are not always consistent with the 
actual situation. Zhou [16] proves the complete necessity 
theorem of co-training, and the experiment result shows that 
learning based on disagreement does not need multi-views, 
but only requires some appropriate disagreement between 
classifiers. In [17], Zhou provides some theoretical analysis 
and experimental results of co-training with insufficient views. 
The common feature of semi-supervised learning at present is 
that the labeled examples are given randomly. 

In this paper, for evaluating building energy consumption 
behaviors accurately, we focus on a hierarchical classification 
algorithm to firstly distinguish the abnormal behaviors and 
then classify energy consumption behaviors accurately on 
normal offices which is very practical in real applications. The 
algorithm consists of three parts: unsupervised learning, 
labeling and classification with supervised learning, which 
draw lessons from the idea of semi-supervised learning. By 
using unsupervised learning, i.e. fuzzy c-means clustering in 
this paper, we can put the distribution information of all the 
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feature data of building energy consumption into 
consideration. Then, labeling samples which are cluster 
centers or along the boundary of their class region is carried 
out by experienced professionals. It is a critical step so that 
labeled data are no longer arbitrary but will affect class labels 
and margins which determine class performance. Training 
multi-class classifier with SVM whose training goal is to 
establish classification margins with support vectors is the last 
step to evaluate their consumption behaviors. Researchers can 
do a lot based on our work, such as taking corresponding 
control decision, establishing rewards and punishment 
mechanism for some companies, and improving energy saving 
consciousness. 

The structure of the paper is as follows. At first, in section 
II, we briefly introduce Fuzzy c-means clustering and SVM. 
The choice of parameters and our hierarchical classification 
algorithm are given in section III. Features selection, 
definition of energy consumption behaviors and experimental 
results are given in section IV. Finally, conclusions are shown 
in section V.  

II. BACKGROUND 
In classification problems, samples close to class boundary 

are more vital than others, which affect generating a good 
classifier so as to affect classification performance. In Fig.1, 
all samples coming from two different types of distribution are 
separated by the blue dotted slash. However, it’s hard to 
distinguish points between two classes, such as those hollow 
red and blue dots.  When using an unsupervised learning to 
cluster these samples into two classes, the result is often as 
below that the red dotted slash is an actual classification 
surface which divides samples into red dots and blue dots, but 
some of them are wrongly classified. The solid dots belong to 
a certain class at a high possibility, while those hollow red and 
blue dots have low possibility belonging to any class, and they 
need further judgment. 
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Fig. 1 Illustration with two types dataset from different gaussian distribution. 
The blue dotted slash is the ideal classification surface, and the red one is the 
actual surface generated by some learning method. 

 
 In this paper, we combine fuzzy c-means clustering with 

SVM together to fully exploit their advantages, where 

clustering can make the most of distribution information, and 
SVM is an effective classifier by establishing a maximum 
classification hyperplane. 

A. Fuzzy c-means clustering 
Fuzzy c-means clustering (FCM) is a combination of k-

means cluster and fuzzy algorithm so that data can belong to 
more than one cluster to a certain degree [18], which is called 
soft clustering (relative to hard clustering in which each 
element belongs to exactly one cluster). Let 

1 2{ , ,..., }T
NX x x x= be a sample of N observations in nR ; 

k is an integer, 2 k N≤ < , which determines clusters 
number; ,{ , 1,..., , 1,..., }i jW w i k j N= = = is a matrix 

representation of the partition of N  data with k clusters. 
Traditional hard clustering such as k-means can be described 
as [18]: 
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In this case, one sample must belong to only one cluster. By 

introducing fuzzy logic, the elements of W are not just{0,1}, 
but in an interval [0,1]  which indicate the strength of the 
association between data and a particular cluster. If 2k = , (1a) 
can be modified as: 
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where [0,1]n∈ , and both (1b) and (1c) remain unchanged. 

Given the weight matrix W and data X , each center of one 
cluster can be calculated: 
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where iw is the i th row vector of W , and m ,1 m≤ <∞ ,is 
weighting exponent which is set to 2 in our experiment. The 
clustering criteria we chose is the generalized least-squared 
errors function which is the most popular and well-studied 
method [18]: 
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The iterative algorithm is to minimize (4) so as to identify 

(local) optimal fuzzy k -partitions in X . 

B. Labeling  samples 
Labeling samples is a normal but critical step in every 

classification occasion. In our algorithm, we no longer label 
samples arbitrarily before experiments, but take actions after 
clustering which will offer us “important” samples. 

After clustering by FCM, we can obtain the cluster centers 
and the weight matrix W which indicates the degree of any 
sample belongs to a certain class. Labeling the centers can tell 
what exactly the clusters mean, and labeling samples whose 
maximum weight is lower than a threshold, i.e. they are  along 
the boundary of their class region, will determine class 
margins. For example, in Fig.1, the maximum weight of each 
hollow dot is smaller than 0.6 that it’s an “important” sample 
but hard to determine their classes.  

C. Support vector machine 
Support vector machine is a supervised learning model used 

for classification and regression analysis. In this paper, it is 
used as a classifier whose training purpose is to build an 
optimal hyperplane seperating the two different categories as 
farther as possible. 

As described in [19][20], the optimization problem is cast 
in dual form: 
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 as kernel function, σ is the 

width of this kernel, 0C > is a cost parameter, iα is an 
introduced Lagrange multipliers, and { 1,1}iy ∈ − is the label 
of sample ix . It is clear that parameters C and σ  are very 
important to establish the optimal hyperplane. Here, we 
consider the GA-based algorithm [21] to select the optimal 
parameters; performances are evaluated with K-fold cross-
validation to mitigate the fact that a limited labeled data set is 
available. Detailed algorithm process will be given in the next 
section. 

III. A HIERARCHICAL ENERGY CONSUMPTION BEHAVIOR 
CLASSIFICATION ALGORITHM 

A. GA-based SVM training algorithm 
Different from exhaustive grid search which is a two-

dimensional minimization procedure, genetic algorithm (GA) 
has more advantages that search for optimal parameters more 
effectively [21]. 

1) Chromosome design 
The chromosome is composed of two parts, namely C and 

σ . The genotype of parameters C and σ should be 
transformed into phenotype after each iteration. Assume that 
the encoding of individualV is 1 2... LV v v v= , where V is the 

representation of variables C andσ , {0,1}jv ∈ is the binary 
value. The corresponding decoding formula is: 
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where a is the minimum value ofV , b is the maximum value 
of V , and L is the length of bit string. Moreover, 

2 1L
b a

δ
−

=
−

is the coding accuracy. 

2) Fitness function 
Apparently, classification accuracy is an important standard 

of evaluating a classifier, so that fitness function is simply 
defined as: ( )Fit accuracy SVM= . 

3) Training GA-based SVM 
The process of training GA-based SVM is shown in Fig.2. 

In the part of “training SVM”, K-fold cross-validation is taken 
to evaluate the performances. 
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Fig. 2 Training process of GA-based SVM 
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B. Hierarchical classification algorithm 
It’s obvious that comparing normal energy consumption 

behaviors with abnormal behaviors does make no sense. We 
provide a hierarchical energy consumption behavior 
classification algorithm to firstly distinguish the abnormal 
behaviors and then classify energy consumption behaviors on 
normal offices. FCM and semi-supervised classification are 
used during the operation respectively, and the procedure is 
shown in Fig.3. Special experimental details and applications 
will be given in the next section. 

 

 
Fig.3 Hierarchical energy consumption behavior classification algorithm  

C. Designing the novel semi-supervised classifier 
As described in the introduction, the novel semi-supervised 

classification algorithm for classifying energy consumption 
behaviors on normal offices consists of three parts: fuzzy c-
means learning shown in section II part A, labeling by human 
and GA-based SVM detailed above. The complete description 
of this algorithm is given below. 

 
ALGORITHM: SEMI-SUPERVISED CLASSIFIER 
1. 1. Dataset scale into [0,1]; define cluster number k and 
threshold ε ;  
2. Initialization of GA; 
3. Clustering dataset with fuzzy c-means learning into 
k clusters with centers , 1,...,ic i k= respectively; 
4. Labeled set = ,{ ,max }j i ji

x w ε≥ ; unlabeled set = 

,{ ,max } { , 1,..., }j i j ii
x w center i kε< ∪ = ; 

5. Labeling the unlabeled set with interactive processing so 
that all the dataset, i.e. training set Ts , are labeled with 
relevant labels;  
6. Training GA-based SVM with training set Ts to generate 
a classifier. 

 
The significance of scaling (step 1) is to avoid imbalance in 

feature space between greater numeric ranges and smaller 
ones. Cluster number k is given according to the actual 
requirements of classification beforehand, and threshold ε is 
used to select data set which have fuzzy class attributes (step 
4) but are extremely vital for the establishment of 

classification hyperplane. Initialization of GA (step 2) consists 
of the ranges of parameters, maximum iterative steps, the 
length of bit string, and the probabilities of cross and 
mutation. In general, these values are based on designers’ 
experience as well as system requirements. For every real 
application, the labeled dataset are generated by referring to 
experienced professionals, but usually, labeled samples are 
arbitrary without pertinence of those “important” samples. In 
order to overcome this disadvantage effectively, we 
deliberately combine typical unsupervised learning (fuzzy c-
means algorithm ) and supervised learning(SVM) to make full 
use of the dataset distribution, and label samples which are 
fuzzy-class but important (step 4 & 5). After step 6, a well 
performing SVM classifier is obtained and used to classify 
coming samples. 

IV. EXPERIMENT  

A. Problem description 
The office building energy dataset is collected with the 

Shugu Building in Qinhuangdao, Hebei Province, China. In 
every office, there are three electrical meters used to measure 
the energy of socket, air conditioning and lighting 
respectively, and then these electrical meters transmit data to 
the console every hour for data analysis and preservation. In 
this experiment, the chosen dataset covers six offices from the 
4th floor without loss of generality, and have been collected 
during working days from June to the mid-September with the 
air conditioners working on cooling function. Fig.4 shows the 
socket energy consumption every day in the 4th floor, where 
the horizontal axis represents the serial number of hours, and 
the vertical axis represents the energy consumption every 
hour. In order to see the energy consumption in one day 
clearly, we pick out any day of office 1 from three meters, as 
shown in Fig.5, but the energy consumption behaviors do not 
keep the same every day or every office. That’s why we need 
to distinguish abnormal consumption behaviors and further 
classify energy consumption behaviors on normal offices. 
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Fig. 4 Socket energy consumption in the 4th floor 
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Fig.5 Typical energy consumption in one day from three meters 

B. Definition of abnormal consumption behaviors and types 
of normal energy consumption behaviors 

In all offices, it is possible that the energy consumption of 
some office is abnormal because of decoration, function 
conversion, etc. Distinguishing these abnormal consumption 
behaviors by FCM can better evaluate the normal energy 
consumption behaviors. 

According to the actual requirements, we define three types 
of energy consumption behaviors: low energy consumption, 
high energy consumption, and uninterruptible consumption. 

Low energy consumption (LC): energy consumption in one 
day is small or even close to zero; 

High energy consumption (HC): consumption is low during 
non-working time, but very high during working time; 

Uninterruptible consumption (UC): consumption may not 
be high, but almost continuous without power off. 

C. Feature selection 
In order to distinguish these three energy consumption 

behaviors on normal offices, we select eight kinds of features 
as the input of SVM: duration of consumption, average power 
during the morning, working time, night and the whole day, 
variance during working time and the whole day, the variance 
of changes of consumption.  

D. Experiment setting 
In the experiment, energy consumption datasets from three 

meters during mid-June to August containing 55 days are used 
to distinguish abnormal behaviors and then train semi-
supervised classifier for each electrical type, and those 
containing 13 days during September are used to test the 
proposed algorithm. 

In the first step to distinguish abnormal behaviors, the 
features for every office are their average consumption of 
three electrical meters every day, and cluster number for FCM 
is set to 2. In the second step to classify energy consumption 
behaviors on normal offices, cluster number is set to 3 for 
each electrical type, threshold ε is 0.5, ranges of C and σ are 
[0, 100], maximum iterative step is 200, the length of bit 

string L  is 20, and the probabilities of cross and mutation are 
0.4 and 0.2 respectively.   

It’s worth noting that for each dataset coming from different 
electrical meter that has different behavioral characteristic, we 
generate a different semi-supervised classifier respectively.   

E. Experiment results 
At first, we distinguish the “abnormal” offices from all the 

rooms with FCM (in Fig. 6). Except for Office 4, others are all 
“normal”. 

Then, we evaluate the energy consumption behaviors on 
normal office dataset. The classification results are shown in 
Fig.7. The horizontal axis represents the serial number of days 
for each office, and the vertical axis represents the 
classification results where “1” represents Low 
energy consumption (LC), “2” represents high energy 
consumption (HC), and “3” means uninterruptible 
consumption (UC). To compare with the classification results 
with real energy data, all the test data are shown in Fig.8, 
where the horizontal axis represents the serial number of 
hours, and the vertical axis represents the energy consumption 
every hour. It’s obvious to see that consumption behaviors in 
line with LC characteristic are classified as LC accurately, and 
so as other behaviors. 
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Fig.6 Distinguish abnormal energy consumption by FCM 
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Fig.8 Energy consumption dataset of normal offices in the 4th floor 
 

V.   CONCLUSION 
To analyze the performance of office building energy 

consumption behaviors, we present a novel hierarchical 
classification algorithm to distinguish abnormal behaviors and 
classify energy consumption behaviors on normal offices 
based on a novel semi-supervised classifier. This classifier can 
make full use of these two learning algorithms where Fuzzy c-
means clustering can fully utilize the distribution information 
of all the features of building energy dataset, and then give a 
weight matrix as output which indicates the strength of the 
association between that data and a particular cluster. 
Furthermore, we label samples which belong to certain classes 
at low probabilities but vital for generating an optimal class 
margin. This is the most important step in our algorithm that 
makes labeled samples more targeted. In the final step, GA-
based SVM with optimal parameters established well-
performed classifiers to evaluate energy consumption 
behaviors on normal office dataset. The test results show that 
this method can effectively distinguish abnormal consumption 
behaviors and classify energy consumption behaviors on 
normal offices. These classification results can be used in 
subsequent work, such as taking corresponding control 
decision.  
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