
 
 

 

  

Abstract—Non-intrusive load monitoring (NILM) is a load 
monitoring technique proposed to be used in today’s residential 
energy auditor. It is expected to automatically provide the 
information of the type, energy consumption, and operation 
status of the electric loads without getting access to the loads. 
However, there still not exists any commercialized product so 
far, mainly because of the extraordinary large load sets 
comparing with the limited learning data. The fast emerging of 
new types of loads further aggravates the problem. This paper 
proposes an adaptive non-intrusive load identification model to 
address this problem. The proposed model is not dedicated to 
identify all the loads around the world, but it will grasp 
knowledge from samples that are not identified in the real 
application, and gradually form a new learning procedure so as 
to identify more and more new samples correctly. Random 
forest algorithm is introduced here to realize the objective and a 
case study is carried out to verify the effectiveness of the model. 

I. INTRODUCTION 
o meet U.S. DOE’s goal of achieving market ready 

net-zero energy residential and commercial buildings, it 
is proposed to develop a more intelligent energy management 
system to further reduce building electricity consumption [1]. 
The Smart Grid [2] and the home automation networks [3] 
have the potential to become the main energy management 
tools to realize the goal [4]. However, the deployment of 
home automation networks might not be feasible under the 
existing residential condition: the home automation networks 
require a two-way communication with each household 
appliance, while most existing appliances don’t have 
necessary communication devices [5]. As an alternative, 
Non-Intrusive Load Monitoring (NILM) system, which 
doesn’t require any communication with household 
appliances, is proposed in [6]. 

A conceptual framework of NILM system is shown in Fig. 
1. Briefly speaking, the NILM system monitors voltages and 
currents at the main breaker or each outlet. Then the state and 
power consumption of each household load is estimated from 
the outlet-level information. Further, control outputs based on 
these estimates can be to appliances to reach goals like energy 
saving [6].   
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Fig. 1. A conceptual framework of NILM system.[6] 

 
The concept of NILM was firstly proposed in the 1980s. 

Since then, a great many NILM methods have been 
investigated [6]. A complete literature review which 
summarizes almost all the previous work can be found in [7]. 
The first NILM method, developed by a group in MIT [8], 
adopts real/reactive power to identify loads. The real/reactive 
power feature, which the MIT group employs, belongs to the 
class of ‘macroscopic’ features, where ‘macroscopic’ means 
the features are obtained from low frequency (usually 1Hz or 
lower) electric measurements. After the MIT method, some 
other NILM methods using macroscopic features were 
proposed [9-17]. Then these ‘macroscopic’ approaches meet 
with some difficulties: it proves that it’s hard to reach high 
identification accuracy only using macroscopic features [6]. 
As an example, the MIT method cannot distinguish different 
loads with similar power ratings [6]. In order to address these 
problems, most researchers agree that ‘microscopic’ features 
extracted from high frequency load signals should be adopted 
as a complement to the macroscopic features [6]. In [18], the 
MIT method is extended by incorporating harmonics of load 
current waveforms as features. Beyond harmonics, other 
microscopic features like Instantaneous Admittance 
Waveform (IAW) [19], Instantaneous Power Waveform 
(IPW) [20], eigenvalues [21], Switching Transient Waveform 
(STW) [22], Wavelet Transform (WT) features [23-24] and 
I-V curve features [25-26] have been investigated by various 
researchers to further improve load identification rate.  

However, despite the large set of features, there still not 
exists a complete feature set available for all the loads around 
the world [6]. As a result, when the input sample is a load of a 
model or operating status that is not covered in the training 
set, incorrect identification frequently occurs. Besides, with 
the development of home appliance industry, new types, 
brands and models of appliances are emerging at a fast speed. 
This further increases the difficulty for load identification. 
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This paper proposes an adaptive model as an alternative. 
The adaptive model can grasp knowledge from samples that 
are not covered in the training set so that it can gradually 
identify more and more such input samples correctly. Thus it 
solves the problem posed above.  

The proposed model operates as follows: When an input 
sample doesn’t match any existing loads in the model 
database, it is assigned an ‘unknown’ label. To gain 
knowledge from the unknown samples, online clustering 
algorithm will be applied to them to find new load classes or 
new load variants. If a new class or new variant is generated, 
it will be manually assigned a class label, which can either be 
one of the existing class labels in the case it’s a variant of a 
known load class, or a new one in the case it’s a completely 
new class of loads. After acquiring the new knowledge, the 
classification model will be updated with them. 

The rest of this paper is organized as follows. Firstly 
Section II describes the load database and feature pool in this 
study. Then Section III introduces the adaptive model and 
Section IV carries out a case study to verify the effectiveness 
of the model. Finally Section V concludes the paper. 

II. DATA PREPARATION AND FEATURE SELECTION 

A. Load Space Definition 
A successful load space should be able to represent as 

many as types of loads in the market. The load space used 
here is based on the author’s previous paper on load study. 
The detailed information can be found in [32]. To capture the 
difficulties of NILM, the load space used here almost covers 
the all appliances with high difficulty to be classified based 
on the study of Ref [32]. Thus, the following appliances are 
selected for the research: TV, Monitor, Set-top Box, DVD 
Player; Microwave; LED Light, Incandescent Light, 
Florescent Light; Electric Heater, Fan; Printer, Scanner, 
Laptop, Desktop, and Projector. 

The training set and the test set consist of 100 clips and 80 
clips respectively, where each clip consists of 10 cycles of 
voltage and current waveforms together with a class label. 
The selection of training set and test set should follow the 
following principal: the data in the test set should be partly 
different from training set in brands or models.  

B. Feature Selection 
A clip in the training set or the test set includes 10 cycles of 

voltage and current waveforms. Assume the waveforms are 
denoted by 

( ) sin( 0 )1V t V pp tp pω δ∞= +∑ =  (1) 

( ) I si 0n( )1 pI t p tp pω θ∞= +∑ =  (2) 

Load features are extracted from the above voltage and 
current waveform. The feature pool in this study contains 
most of widely used features in literature. They are listed 
below. 

1) Real power P and reactive power Q. 
2) Displacement power factor 

1 1cos( )dpf δ θ= −  (3) 

3) The total harmonic distortion (THD) in the current 
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4) Power factor 
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5) Crest factor or peak-to-average ratio (PAR): 
| |peak
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I
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I
=  (6) 

6) Eigenvalues: for dynamic loads, their waveforms 
could vary from cycle to cycle. Eigenvalues are 
introduced to capture this dynamics. In brief, 
rearrange the waveform series into a matrix with each 
row representing one cycle, then apply singular value 
decomposition (SVD) to this matrix, which will 
decompose the matrix to the product of 2 unitary 
matrixes and a diagonal matrix. The eigenvalues 
would be values in the diagonal matrix. More details 
can be found in [21]. 
 

7) Up to 25th harmonics (amplitude and phase) in 
current. 

III. MODEL CONSTRUCTION 

A. Model Framework 
Fig.2 shows the adaptive load identification framework. 
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Fig. 2. Framework of proposed adaptive load identification model. 
 
Firstly, features will be extracted from an incoming 

waveform, yielding a sample point to be processed. Then, the 
sample point will be processed by the unknown pattern 
recognition module, which will assign a ‘known’ or 
‘unknown’ label to the sample point. If the label is ‘known’, 
random forest will be applied to the sample point and output a 
classification result and the model will be suspended waiting 
for a next incoming waveform. If ‘unknown’, the sample 
point will be further delivered to online clustering module, 
which will store all incoming ‘unknown’ points and perform 
online clustering algorithm on them. During the 
online-clustering process, if a well-shaped cluster is formed 
such that the points in it could probably derive from the same 
type of appliance, it will be presented to the user, who would 
either assign a class label (can be one of existing class labels 
or a new class) to the cluster or discard it. If the cluster is 
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assigned a label, the random forest and the unknown pattern 
recognition module will be updated with the labelled cluster. 
This leads to increase of knowledge of the adaptive model, 
which would perform better for future incoming waveforms. 

B. Random Forest 
Random forest is an ensemble learning method for 

classification (and regression). At training time, a multitude 
of CARTs are fit into bootstrap sample sets which are 
generated from the training set. After training, random forest 
operates by outputting the class that is the mode of the classes 
output by individual trees [27]. More details can be found at 
the following pseudo-code [27]. 

 
Training Stage: 
Input: Training Data: N p-dimension samples associated with 
their class labels. 
Require Parameter B: Number of trees. 
Require Parameter ݉: Number of candidate split variables at 
each split; 
Require Parameter ݊௠௜௡: Minimum node size. 
1. For b = 1 to B: 

(a) Draw a bootstrap sample ܼכ of size N from the 
training data. 

(b) Grow a random-forest tree ௕ܶ  to the bootstrapped 
data, by recursively repeating the following steps for each 
terminal node of the tree, until the minimum node size ݊௠௜௡ is 
reached. 

i. Select m variables at random from the p variables. 
ii. Pick the best variable/split-point among the m. 
iii. Split the node into two daughter nodes. 

2. Output the ensemble of trees ሼ ௕ܶሽଵ஻  
 
To make a prediction at a new point x: 
Let ܥመ௕ሺݔሻ be the class prediction of the bth random-forest 
tree. Then ܥመ୰୤஻ሺݔሻ ൌ ሻሽଵ஻ݔመ௕ሺܥሼ݁ݐ݋ݒ ݕݐ݅ݎ݋݆ܽ݉  
 

Random forest combines the idea of bagging (Bootstrap 
Aggregating) and CART (Classification and Regression 
Tree). Bagging is a method that would firstly fit a multitude 
of models into bootstrap sets resampled from the origin 
training set and then output the mode of the predictions from 
the fitted models. Bagging is usually used for reducing 
variance, namely avoiding over-fitting. CART is a machine 
learning model that has low bias but suffers from over-fitting. 
Combining bagging method with CART, which is exactly 
what random forest does, can effectively avoid over-fitting of 
CARTs while retaining low bias. Besides, random forest has 
some other merits, including robust to irrelevant features, 
insensitivity to outliers in training data and being easy to tune 
model parameters. All these features make Random Forest 
one of the most popular models in machine learning [27]. 

The parameters of random forests can be tuned as follow: 
The first of the three parameters in random forest is B, the 
number of trees. The random forest model is the average of B 
individual trees and it will stabilize when B is big enough. So 
the principle to tune parameter B is to make B big enough so 
that the model stabilizes. Generally 500 is enough for B. For 
parameter m and ݊௠௜௡, there are recommended values [27]. 

Set the two parameters as recommended or tune them around 
the recommended values would generally attain good 
performance. 

C. Unknown Pattern Recognition 
The unknown pattern recognition module is based on the 

threshold Euclidian distance between incoming test points 
and points in the training set. 

Firstly, since scaling of features has a great impact on their 
contribution to the Euclidian distance, features should be 
scaled properly before being processed by unknown pattern 
recognition module. To do this, features are scaled so that 
their variances are proportional to their importance. The 
reason is that the more important a feature is, the higher 
contribution it should have to the distance measure. The 
importance measure here is the Gini index [27] generated 
during the training time of Random Forest. 

Secondly, clustering analysis will be applied to the training 
points. In detail, a Gaussian Mixture model will be fit into 
training points of each class label by EM (Expectation 
Maximization) algorithm. Gaussian Mixture is a clustering 
model that assumes the data are generated from superposition 
of Gaussian distributions. The reason of using Gaussian 
Mixture model instead of other clustering algorithms like 
k-means, is that Gaussian Mixture model not only outputs the 
cluster centers, but also gives the shape of clusters by 
representing the cluster using a Gaussian distribution with a 
mean value and a covariance matrix. One thing should be 
noted here that the EM algorithm requires the number of 
Gaussian distributions be fixed. Since the number of 
Gaussian distributions of the training data is unknown, a 
multitude of Gaussian Mixture Models with different number 
of Gaussian distributions are fit to the data and the model with 
the least BIC (Bayesian Information Criteria) will be selected 
[28].  

Thirdly, for an incoming test point, the Unknown Pattern 
Recognition Module operates by calculating the least distance 
among the distances between the test point and the Gaussian 
means in the Gaussian Mixture Models and compare it to an 
‘unknown’ threshold value. When it’s bigger than the 
‘unknown’ threshold, it will be regarded as ‘unknown’; 
otherwise ‘known’. To determine an appropriate ‘unknown’ 
threshold value, the following method is used: manually 
define several pairs of waveforms so that each pair are 
critically ‘unknown’, calculate the distances between 
waveforms within each pair and take the average over the 
distances as the ‘unknown’ threshold.  

D. Online Clustering 
Online clustering means clustering algorithm that updates 

itself every time a new clustering is formed.  
Once a new ‘unknown’ point is received, online clustering 

will check if any clusters are ‘qualified’ enough so that they 
could potentially represent a new class of load or a new 
variant of an existing load. Here ‘cluster k is qualified’ is 
defined by (7) (8). 
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where ܥሺ݅ሻ ൌ ݇ denotes that point ݔ௜ is assigned to cluster ݇ and ݔ௞തതത denotes the center of cluster ݇. What these formulas 
actually mean is that the size of the cluster (number of points 
assigned to this cluster) must be big enough and meanwhile 
the scatter (how close the points in the cluster is to the cluster 
center) is small enough. Going one step further, a cluster is 
qualified only when it has collected enough number of points 
and it is well-shaped. The flowchart of the online clustering 
module is shown in Fig. 3. 
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Fig. 3. Flowchart of online-clustering module. 

 
Qualified clusters will be presented to the user (meanwhile 

being deleted in the k-means modules), and it’s up to user to 
either assign a class label to the points in the cluster or discard 
the cluster. Clusters with label assigned will be delivered to 
the next stage: Online Update. 

When a new cluster with label assigned is generated, it 
means that new knowledge about the load is acquired. So the 
model needs updating with the new knowledge, which can be 
divided into two independent part: update of the random 
forest module and update of unknown recognition module.  

1) Update of random forest: Here a sequential training 
algorithm for random forest [31] will be used. It can 
update random forest with new incoming points. It is 
presented in the pseudo-code below. 

2) Update of unknown recognition module: Firstly, since 
the importance measures (namely Gini Index) of 
features have been changed after updating the random 
forest, the scaling of points in the model, including the 
means and covariance in Gaussian Mixture Model and 
the cluster centers in online-clustering module should 
also be updated correspondingly. Secondly, for the 
Gaussian mixture module, since a new cluster has 
been discovered, a Gaussian distribution is fit to the 

points in the new cluster and it is added to the 
Gaussian Mixture module. 

Require: Sequential training example ൏ ,ݔ ݕ ൐ 
Require: The size of the forest: T 
Require: The minimum number of samples: ߙ 
Require: The minimum gain: ߚ 
// For all trees 
for t from 1 to T do 

k ← Poisson(ߣ) 
// Update k times 
for u from 1 to k do 

j = findLeaf(x). 
updateNode(j; ൏ ,ݔ ݕ ൐). 
if ห ௝࣬ห ൐ ݏ׌ and ߙ א ൫ܮ∆ :࣭ ௝࣬, ൯ݏ ൐  then ߚ

Find the best test: ݏ௝  ൌ  arg max௦࣭א ൫ܮ∆ ௝࣬,  ൯ݏ
createLeftChild(ܘ௝௟௦) 
createRightChild(ܘ௝௥௦) 
UpdateGiniIndex. 

end if 
end for 

end for 
Output the forest F. 

IV. SIMULATION 
A total of three tests will be carried out in the case study. 

They are summarized below: 

TABLE I.  SIMULATION LISTS 

Group Training  Test  Model 
B Training Set Test Set Support Vector Machine 

E Training Set Test Set 
Random Forest with 

Unknown Pattern 
Recognition 

F Training Set Test Set Adaptive Random Forest 
 
Test group A is benchmark model. The purpose is to show 

random forest model can achieve better identification rate. 
Test group B would show that the easily-misclassified loads, 
defined in the previous test, would be labelled as ‘unknown’ 
of the unknown pattern recognition module. Finally test 
group C would validate the adaptive module: knowledge 
could be collected from unknown points and be used to 
increase identification rate for future inputs. 

A. Identification Rate Comparison 
The results are shown in the table II. Parameters of the 

SVM are selected through cross validation. Parameters of 
Random Forests are selected according to the method 
described in chapter 3 section B in this report. 

In Table II, identification rates of groups A and B is much 
lower than that of group C. This proves that adaptive random 
forest can achieve a better identification rate. 

TABLE II.  PARAMETER SETTINGS AND RESULTS 

Group Identification 
Rate Parameter Settings 

A 58.97% C=0.18, γ=1/21, Ԗ=0.01 
B 78.47% ntrees=500, mtry=4 
C 94.17% ntrees=500, mtry=4 
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TABLE III.  EASILY MISCLASSIFIED LOADS 

Group Name Identification Rate 
LCD TV-Toshiba 32-Default-steady 0% 

STB-DishTV-ViP622-steady 0% 
DVD-Toshiba-4990-steady 0% 

Florencent Light-13W-Default-on_off 3.75% 
Printer-HP-deskjet-color_printing 3.75% 

Scanner-Microtek-ScanMaker4800-scan 0% 
Desktop-Dell-Tech-steady 0% 
Laptop-HP-8740W-steady 0% 

Heater-Holmes-Default-low 0% 
 

B. Test of Online Clustering Algorithm  
For groups A and B, loads that are easily misclassified are 

listed below in table III. A group of loads is regarded as 
‘easily misclassified’, when the identification rate in the 
group is lower than 10%. 

Test group C functions as an evaluation of the complete 
adaptive model proposed in this report. Random Forests 
along with unknown pattern recognition module, online 
clustering module and online update module is applied to the 
test set. Points in test set are processed by the adaptive 
module in random order. Clusters are generated by 
online-clustering module. Table IV shows the generated 
clusters. They are sorted by discover time in ascending order, 
where the discover time of a cluster is defined as the number 
of test points already processed right before the cluster is 
generated. Types of loads in the clusters scatters of clusters 
are also shown. After a cluster is generated, it’s up to user to 
decide whether to update the random forest with loads in the 
cluster or not, and to assign a label to the cluster before 
updating. Here the following rule is used: if the Gini index of 
the points in the cluster is less than 0.1, then apply updating 
algorithm and the class label is the mode of the types of the 
points in the cluster. Gini index of a set of points is defined in 
(9): 

1
( ) (1 )

i
i i

K

L R p p
=

= −∑  (9) 

where R denotes the point set and K denotes number of 
classes and p୧ denotes the label density of class i in the points 
set. The reason of using Gini index is that Gini index 
measures the homogeneity of a point set, and the smaller it is, 
the more homogeneous the point set is.  

TABLE IV.  CLUSTERS DISCOVERED BY ONLINE CLUSTERING MODULE 

No. Discover 
Time Loads inside Cluster  

Updated? 
1 708 'STB-DishTV-ViP622-steady'    [26] Yes 
2 708 'Heater-Holmes-Default-low'     [27] Yes 
3 708 'Desktop-Dell-Tech-steady'      [26] Yes 

4 1114 

'Florencent Light-13W-Default-on_off'    
[29] 

'Florencent Light-19W-Default-on_off'    
[ 1] 

Yes 

5 1114 
'Printer-Dell-3130cn-doublesided'        [ 1] 
'Scanner-Microtek-ScanMaker4800-scan'  

[38] 
Yes 

6 1645 
'Desktop-iMac-iMac 7.1-steady_02'      [ 

2] 
'Laptop-HP-8740W-steady'             [33] 

Yes 

7 1645 'DVD-Toshiba-4990-steady'            [37] 
'Printer-Dell-3130cn-doublesided'        [ 1] Yes 

 
According to Table IV, 7 clusters are discovered and all of 

they are homogeneous enough to be learned by Random 
Forest. A comparison between Table IV and Table III shows 
that each cluster in table IV represents an easily misclassified 
load type in table III and 7 out of 9 easily misclassified load 
types are captured by the online clustering module. This 
validates the effectiveness of the online clustering algorithm. 

The classification result of the adaptive model is 
summarized here: 405 out of 2240 points are ‘unknown’; for 
the 1835 known points, identification rate of the adaptive 
model is 94.17% (1728 out of 1835 are correctly classified), 
while the identification rate of the non-adaptive model is 
78.47% (1440 out of 1835 are correctly classified). This 
suggests that, after recognizing 405 points as unknown, most 
of which are those easily misclassified loads as shown in Test 
B, and capturing knowledge from them, the adaptive model 
avoids 288 misclassifications for the rest test points and 
increases the identification rate by around 16%. This proves 
the effectiveness of the online update module and hence, the 
complete proposed adaptive model. 

V. CONCLUSIONS 
This paper proposes a new perspective for the nonintrusive 

load identification problem. Instead of introducing more 
features, the report presents an adaptive solution consisting of 
random forest, unknown recognition module, online 
clustering module and online update module. The adaptive 
solution proves to be able to recognize those easily 
misclassified loads as unknown and correctly identify them 
after gaining knowledge from those unknown. 

The core idea of the proposed model is ‘gaining knowledge 
and self-correcting while operating’. This adaptive model 
might present a practical and effective solution. 

DISCLAIMER 
This report was prepared as an account of work sponsored 

by an agency of the United States Government. Neither the 
United States Government nor any agency thereof, nor any of 
their employees, makes any warranty, express or implied, or 
assumes any legal liability or responsibility for the accuracy, 
completeness, or usefulness of any information, apparatus, 
product, or process disclosed, or represents that its use would 
not infringe privately owned rights. Reference herein to any 
specific commercial product, process, or service by trade 
name, trademark, manufacturer, or otherwise does not 
necessarily constitute or imply its endorsement, 
recommendation, or favoring by the United States 
Government or any agency thereof. The views and opinions 
of authors expressed herein do not necessarily state or reflect 
those of the United States Government or any agency thereof. 
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