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Abstract—Most of the machine learning algorithms 
particularly suffer from the plasticity-stability dilemma. In this 
paper, we propose a model that adopts two types of memories 
i.e. short-term memory (STM) and long-term memory (LTM), 
which share their information through control processes called 
rehearsal and recall to alleviate the dilemma. In addition, the 
proposed model tries to integrate the advantages of generative 
and discriminative classifiers by employing them in STM and 
LTM respectively. Experimental results show the importance of 
rehearsal and recall process in improving the performance of 
the algorithm. 

I. INTRODUCTION 
ACE recognition is currently one of the most actively 
researched areas of computer vision. In real-time face 

recognition applications, entire training data are not available 
beforehand. Instead the data arrive in bits and pieces at 
discrete time intervals. Therefore, it is important that the 
learning algorithm incorporates new incoming data while 
retaining previously learnt knowledge. Traditional batch-type 
learning algorithms are not suitable for an embedded platform 
in which the computational and memory resources are 
limited. To counter this problem, incremental learning 
algorithms have been proposed. Such algorithms obtain 
continuous knowledge from a large number of data samples 
available at different time intervals [1], [2]. Generally, in 
incremental algorithms, there exists a dilemmatic relationship 
between stability and plasticity [3]-[7] where plasticity refers 
to the capability to extract and accumulate new knowledge, 
whereas stability refers to the capability to preserve previous 
knowledge during the accumulation of new knowledge. 

Unlike machine learning algorithms, human learning takes 
place discretely over time by successfully retaining the 
previously acquired knowledge. Humans retain previous 
knowledge through a process called rehearsal and can easily 
incorporate new information with previously learned 
information through recall [8]. Recently, many researchers 

 
S. Kim, R. Mallipeddi, and M. Lee are with the School of Electronics 

Engineering, Kyungpook National University, 1370 Sankyuk-Dong, 
Puk-Gu, Taegu 702-701, Republic of Korea (e-mail: 
sangwook@ee.knu.ac.kr, mallipeddi.ram@gmail.com, corresponding author 
to provide phone: +82-53-950-6436; fax: +82-53-950-5505; e-mail: 
mholee@knu.ac.kr).  

This work was supported by the Industrial Strategic Technology 
Development Program (10044009, Development of a self-improving 
bidirectional sustainable HRI technology for 95% of successful responses 
with understanding user’s complex emotion and transactional intent through 
continuous interactions) (50%) funded by the Korea Ministry of Knowledge 
and Economy (MKE) and the Korea Evaluation Institute of Industrial 
Technology (KEIT), and the Original Technology Research Program 
(2013034988) for Brain Science through the National Research Foundation 
of Korea(NRF) funded by the Ministry of Education, Science and 
Technology (50%).  

have tried to overcome the limitations of current 
state-of-the-art algorithms by mimicking the mechanism of 
the human brain [9], [10]. According to [11], [12], human 
memory can be separated into short-term memory (STM) and 
long-term memory (LTM). As the name explains, STM can 
store information only for a short duration (15~30 sec), while 
the LTM can retain the learnt information for a long time 
[13]. Rehearsal enables the information present in STM to be 
transferred to LTM for longer retention; whereas recall 
enables a new piece of information to be efficiently combined 
with existing information by re-accessing past information 
which is encoded and stored in the brain.   

On the other hand, pattern classification methods including 
face recognition algorithms can be categorized as generative 
and discriminative model-based approaches. And these two 
approaches possess complementary strengths and weaknesses 
with regards to pattern recognition problems [14]. Generative 
models are adequate for incremental learning of data because 
of their flexibility while discriminative models provide robust 
classification of categories since they make use of the 
relationship between observed data and target variable to 
discriminate. And in discriminative models, it is hard to make 
the sample data coincident with certain target variable, 
whereas in generative models the data can be re-generated to 
have certain likelihood value [15].  

In this paper, we propose a new incremental face recognition 
algorithm that uses the concept of STM/LTM dichotomy 
combined with two related processes, rehearsal and recall to 
efficiently enhance face recognition performance. In the 
proposed model, STM using generative models and LTM 
using discriminative models communicate with each other 
through rehearsal and recall mechanisms in order to 
overcome the plasticity-stability dilemma. The proposed 
method can alleviate not only the insufficient data problem in 
the STM learning process but also the robustness issue in 
LTM. Moreover, due to the less computational requirements 
of incremental learning for the generative models, STM 
module can be implemented onto an embedded platform 
while LTM is implemented onto a server. Since the proposed 
idea is general, any existing state-of-the-art method, 
including cascaded SVM, multi-class SVM (MC-SVM) [16] 
and classification algorithms based on sparse coding [17], 
[18] can be incorporated into LTM.  

The remainder of this paper is organized as follows: Section 
2 describes the structure of the proposed model, and 
experimental results are given in Section 3. Finally, 
concluding remarks are presented in Section 4. 
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II. THE PROPOSED MODEL 
The proposed model tries to overcome the inherent 

plasticity-stability dilemma of incremental learning by 
mimicking the process of information flow in the human 
brain. In the proposed model, STM improves plasticity by 
adapting faster to new incoming information, whereas LTM 
improves stability by preserving the learnt information for a 
longer period of time.  

To enable fast incremental learning, STM employs a 
generative model based on Gaussian mixture models 
(GMMs), which is trained incrementally with features 
extracted by incremental two-dimensional and 
two-directional principal component analysis (I(2D)2 PCA) 
[2]. Usually feature extraction techniques are used to reduce 
the dimensionality by removing the redundant information 
present in the image data. And furthermore, feature extraction 
increases the robustness of the model. Principal component 
analysis (PCA) is a popular feature extraction technique [19]. 
But for high-dimensional data, the covariance matrix of the 
data becomes very large in PCA and takes long time to 
calculate related operations. To solve this problem, (2D)2 
PCA was introduced [20]. Because the covariance matrix in 
the (2D)2 PCA is much smaller than the covariance matrix of 
conventional PCA, (2D)2 PCA is much faster than PCA. 
However, to perform efficient on-line learning, where the 
data arrives at discrete time intervals, incremental techniques 
are required. I(2D)2 PCA is incremental feature extraction 
scheme and doesn’t require the entire dataset to learn the new 
data [2]. To provide robustness, LTM uses discriminative 
models such as cascaded SVM, multiclass SVM and sparse 
coding schemes (l1 and l2). Hence, the proposed model tries 
to combine the advantages of generative and discriminative 
models.  

As shown in Fig. 1, STM and LTM have feature extraction 

parts as preprocessing steps. In training phase, the proposed 
model is incrementally trained to incorporate data 
corresponding to different classes. Initially, for the given 
class data, principal axes are constructed features are obtained 

by projection of data onto those axes. Then, Gaussian 
mixtures of STM are formed with those features. The 
combination of principal axes and Gaussian mixtures, 
referred to as rehearsal data, is provided to LTM for 
batch-type training and the information stored in STM is 
reset. In the next stage of the training process, when a new 
input belonging to the already trained class comes in, it is 
added to LTM. If LTM classifies the input correctly as 
rehearsal data, it is considered redundant. However, if LTM 
misclassifies the input, it is added to STM, which can 
construct new Gaussian mixtures to incorporate the 
misclassified data. Through the recall process, LTM also 
provides the reconstructed data needed to form new Gaussian 
mixtures in order to overcome the insufficient data problem. 

Therefore, STM adapts faster to new incoming data and 
transfers the information to LTM for longer retention through 
rehearsal; whereas LTM provides the reconstructed data to 
STM through recall for accurate learning. From above 
reasoning, it can be observed that the process occurring in 
STM is computationally less expensive, whereas the process 
taking place in LTM is computationally expensive. As there 
is continuous communication between STM and LTM, the 
two modules can be implemented onto two different 
platforms depending on the application. 

A. Short-term memory 
As shown in Fig. 2, STM includes I(2D)2 PCA [2] for 

incremental feature extraction and GMMs.  

The GMM classifiers used in STM are computationally 
inexpensive and can model the distributions of input features 
with statistical probability. Generative models attempt to 
understand the basic formation of individual classes and can 
represent the independent relationships in the data. As 
generative models describe the distribution of the individual 
classes, it is easy to update a generative model by detecting 
changes in distribution. The distribution of the training data 
can be estimated by the most popular and well-established 
maximum likelihood estimation using the 
expectation-maximization algorithm [21].  

The procedure of the training of STM can be summarized as 
Fig. 3. 

In the training phase, for given class data, STM uses the first 

 
Fig. 1. The structure of the proposed model 

Fig. 2. The structure of the short-term memory 
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m samples of the class and obtains principal axes. The 
obtained features are used to train Gaussian mixtures. By 
using the GMM and principal axes, the rehearsal data are 
generated by inverse projection and are passed to LTM for 
training. After using the first m samples corresponding to a 
class, when n new samples corresponding to the same class 
that cannot be perfectly classified by LTM are presented, then 
LTM provides STM information regarding the principal axes. 
The information provided by LTM to STM is referred to as 
recall data. STM updates the principal axes to incorporate the 
misclassified data together with the recall data from LTM 
corresponding to the class. In other words, STM updates the 
axes provided by LTM, which are not representative for 
learning the class using I(2D)2 PCA. Updated features are 
used to re-build the existing GMMs or form a new GMM if 
previously constructed GMMs are insufficient to represent 
the entire class. In STM, if available data samples are 
insufficient to learn the GMM i.e. n<m, then additional m-n 
data samples needed are supplied by LTM through the recall 
process.  

When an input corresponding to a new class, which is not 
learnt by LTM, is presented to the model, LTM identifies it as 
a new class as there are no principal axes or Gaussian 
mixtures corresponding to the new class. The input is passed 
to STM, which extracts the features and trains a Gaussian 
mixture for the class as described above. 

Therefore, by using I(2D)2 PCA and Gaussian mixtures, 
STM can incrementally incorporate the information related to 
new classes of the training data. In addition, if an input 
corresponding to a learnt class is not covered properly in 
LTM, then STM incrementally learns the data and updates 
LTM by rehearsal. 

B. Long-term memory 
In the proposed model, LTM employs discriminative 

classifiers, which tries to learn the explicit decision boundary 
that maximizes the distance between samples of the positive 
and negative classes.  

As shown in Fig. 4, LTM has a feature extraction module 
and a classification module. In LTM, any feature extraction 
method and discriminative model can be used. For example, 
the Histogram of Oriented Gradients (HoG) method can be 
used [22] as a feature extractor while cascaded SVM, 
multiclass SVM, or sparse coding schemes (l1 & l2) can be 
used as a classifier. 

The overall process of training a class in LTM is described 
in Fig. 5. As shown in Fig. 4 and 5, LTM is trained using the 
rehearsal data from STM instead of the original data. 
Therefore, in the test phase, a given test sample is not directly 
tested on LTM since it is trained with rehearsal data. The 
sample is projected and inverse-projected similar to rehearsal 
data using recently learned axis stored in LTM since a recent 
axis better represents the information corresponding to all 
classes. The obtained data through the rehearsal process, 
known as blurred data, are used for feature extraction using 
LTM’s feature extractor.  

 

C. Rehearsal and recall processes 
Rehearsal is a process that is necessary to overcome the 

forgetting problem [6] and improve stability as well as 
robustness. As mentioned before, rehearsal data from STM 
are needed to train the classifiers in LTM. As the GMMs in 
the STM model input feature distributions, the rehearsal data 
could be reconstructed within the range of a certain 
confidence interval. The rehearsal process aids LTM in 
obtaining a decision boundary that can discriminate the new 

Fig. 3. The procedure of training a class in STM 

 
Fig. 4. The structure of the long-term memory 

Fig. 5. The procedure of training a class in LTM 
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class and the learnt classes by providing the rehearsal data. In 
addition, the rehearsal process can provide the data required 
without storing an entire dataset, since features are rehearsed 
using distribution parameters (mean vector and covariance 
matrix) of mixtures. Rehearsed features are reconstructed to 
the same dimensionality of the input face by inverse 
projection using principal axes, which are coupled with 
Gaussian mixtures. The rehearsal data look blurred and 
perturbed due to the loss in feature extraction and small 
variation in reconstruction. However, a little noise or 
distortion of the training data could enhance the robustness 
and generalization performance of the model. Furthermore, 
since blurred images are useful for robust recognition of 
deformed patterns [23], it enhances the robustness of LTM.  

During the training, if the axes present in LTM are not 
representative enough to classify the incoming data 
corresponding to a class, then the axes and Gaussian mixtures 
should be updated to incorporate the data. Updating the axes 
and Gaussian mixtures occurs in STM. To properly update, 
the information present in the new samples should be 
combined with the information stored in the LTM. The 
information present in LTM is passed to STM through the 
recall process, which can efficiently alleviate the lack of 
training data problem in the incremental learning process of 

STM.  

III. EXPERIMENTAL RESULTS 
To show the effectiveness of the rehearsal and recall 

processes, AR face dataset [24] with sample images presented 
in Fig. 6 is used. As shown in Fig. 6, there are some variations 
such as facial expressions, illuminative changes and 
occlusions.  

We use faces of 50 individuals with 13 gray-scaled faces per 
individual class. Each face is detected and cropped from the 
original picture by using Viola-Jones face detector [25] and 
resized to 32x32 resolution. For feature extraction of LTM 
with HoG, 10 orientation bins are used and the size of the cell 
is set to 4. As a result, the length of a feature vector becomes 
1,960 ((32/4-1)2x4x10). The criteria for incremental learning 
of STM with I(2D)2 PCA is set to 90% level [2].  

The effectiveness of rehearsal is also evaluated using several 
state-of-the-art batch-type learning algorithms, cascaded 
SVM, MC-SVM, and sparse representation (l1 and l2), 
embedded in LTM.  

As mentioned above, recall and rehearsal data are blurred 
and seem like noisy versions of the original data. Fig. 7 shows 
two resized samples of the training dataset (left) and 
corresponding rehearsed data (right). Rehearsed data seem to 
have lost fine details but they are robust to small 
deformations.  

We compared the classification accuracy of STM with and 
without recall data in addition to the resized data. Five 
sampled images among the 13 images are used for training 
and the remaining eight faces are used for testing. The 
capacity of STM is limited by three. So three of five training 
images are used for initial batch modeling and the remaining 
two images are used for incremental learning. Performances 
of STM for classifying a single class are presented in Table 1.  

The results show the enhancement of the performance using 
the recall process. Therefore, it is obvious that the use of 
recall data in STM training improves recognition 

 
Fig. 6.Cropped image samples of AR face dataset 

 
Fig. 7. Resized samples of training set and corresponding rehearsal data 
(left: original samples of training set, right: corresponding rehearsed 
data) 

TABLE I 
PERFORMANCE OF THE STM WITH/WITHOUT RECALL PROCESS FOR EACH 

CLASS 

 STM without recall STM with recall 

Average 
accuracy 90.75 % 97.75 % 
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performance by solving the insufficient data problem during 
incremental learning. Table 2 shows the effectiveness of the 
rehearsal process. As shown in Table 2, the rehearsal process 
using blurred data enhances the performance of all classifiers.  

Therefore, from the experimental results, it has been 
demonstrated that rehearsal and recall are capable of 
incrementally incorporating information while giving better 
classification performance.  

IV. CONCLUSION 
We propose an incremental face recognition system 

comprising STM and LTM modules, which collaborate with 
each other by sharing their learnt information through natural 
processes referred to as rehearsal and recall. As a result, the 
proposed method can learn and model new data flexibly using 
STM and also stably classify using the discriminative 
classifiers of LTM. The experimental results showed the 
effectiveness of rehearsal and recall process.  

Conventional face recognition algorithms are not suitable 
for embedded applications [26]. In the proposed system, STM 
can be implemented on an remote embedded system with 
limited memory and CPU speed, whereas LTM can be 
implemented on server and communicate the extracted results 
and information with STM through a wireless 
communication. Therefore, the proposed model is not only 
effective in alleviating the forgetting problem of real-world 
applications but also can be easily implemented onto an 
embedded platform.  

As a future work, we would like to combine the proposed 
rehearsal and recall processes with a more advanced classifier 
in order to enhance the accuracy of facial recognition. And for 
the modeling of the data distribution and sampling procedures 
of the rehearsal and the recall process, we will consider the 
various techniques based on the uncertainty measure of class 
probability output networks [27] or information criteria such 
as Akaike information criterion (AIC) [28], the Bayesian 
information criterion (BIC) [29], and modulus of continuity 
information criterion (MCIC) [30]. 
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