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Abstract—We propose a pipelined methods to reduce memory
consumption of large-scale Structure-from-Motion reconstruction
with the use of unsorted images extracted from photo collection
websites. Recent research is able to reconstruct cities based on
extracted images from photo collection websites. SIFT feature
is used to find the correspondences between two images. For
the large-scale reconstruction with unsorted images, the system
needs to store all the descriptors and feature points information in
memory to search for correspondences. As each SIFT descriptor
is a 128 dimensional real-value vector, storing all the descriptors
would consume a significant amount of memory. Based on
this limitation, we project the high dimensional features into a
low-dimensional space using a learned projection matrix. After
projection, the distance of the descriptors belonging to the same
point in 3D space is decreased; the distance of the descriptors
belonging to the different points is increased. Furthermore, we
learn a mapping function, which maps the real-value descriptor
into binary code. As Hamming descriptors contain only two
value options per bit and the length of the descriptor is limited,
there are usually multiple descriptors having the same Hamming
distance to the query descriptor. In dealing with this problem,
we give different weights to each dimension and rank each bit of
the Hamming descriptor based on each dimensions discriminant
power; this contributes to reduce the ambiguity in matching the
descriptors. The experiments show that our method achieves
dense reconstruction results with less than 10 percent of the
original memory consumption.

I. INTRODUCTION

3D reconstruction has large usage in many areas, such
as computer games, virtual realities, and movie industries.
There are mainly two kinds of image-based 3D reconstruction
techniques: stereo reconstruction and Structure-from-Motion
reconstruction (SfM). Compared with stereo reconstruction,
Structure-from-Motion reconstruction does not require the
cameras to be calibrated while capturing images. For this
reason, Structure-from-Motion reconstruction is suitable for
large-scale reconstruction tasks because the images are easier
to obtain. With an increase in smartphone usage, an increasing
number of images are uploaded to photo collection websites
(e.g. Flicker). This provides the possibility of collecting a
large number of unordered images, typically between sev-
eral hundred or several thousand, for reconstructing a large
building structure. SfM analyzes the images and builds a 3D
model based on matching interesting points among the images.
Agarwal et al. [1] reconstruct a scene based on a large number
of images from a photo collection website. To reconstruct a
multitude of images efficiently, the system separates the image

feature matching process to multiple stages, each of which
contains a proposal and verification step. The proposal step
determines the set of images. The verification step performs
the feature matching process among the image pairs. Images
passing the verification step are passed to the next step. The
whole system is based on parallel computing to accelerate the
whole reconstruction process.

SIFT feature is applied to detect the correspondences of the
images due to the property of invariance to rotation, transfor-
mation, scaling, and illumination changes. On an image with
rich textures, usually at least several hundred SIFT features are
detected. Each SIFT feature contains 128 dimension real-value
numbers, consuming a great amount of memory to store the
features. In order to deal with this large memory consumption,
we learn a projection matrix that projects the high dimensional
descriptors to a low dimensional space. The lower dimensional
real-value descriptors are mapped to the binary space to further
reduce the memory cost. With lower memory consumption,
the distance calculation is simplified. The projected lower
dimensional real-value descriptors are projected to Hamming
space. After projecting to Hamming space, multiple Ham-
ming descriptors may share the same distance to the query
descriptor. We solve the distance confusion in Hamming space
by giving different weights to each dimension based on the
discriminant power of each dimension. Our experiments show
that our weighted Hamming descriptor achieves good result
with less than 10 percent of the original memory.

Section II briefly introduces the related work. Section III
presents our method for learning the projection matrix and
the mapping method to learn Hamming descriptors. Section
IV introduces our binary bit weighting method in Hamming
space. Section V gives an introduction to the 3D reconstruction
pipeline. Section VI discusses the experiment result, and
section VII concludes the paper.

II. RELATED WORK

Stereo and SfM reconstruction are two dominant 3D re-
construction methods based on images. SfM reconstruction
does not restrict cameras to be calibrated and thus used in
many large-scale reconstruction with easily available images,
unlike stereo reconstruction. Hartley et al. [2] introduce the
reconstruction methods based on projective geometry and
3D reconstruction from un-calibrated cameras. Fundamental
matrix based approach [3] and factorization based approach
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[4] form the two main ways for projective reconstruction.
Fruh et al. [5] capture the 2D images and the corresponding
depth information through a video camera and two laser
scanners mounted on a truck. They reconstruct a city model
by the 2D images and the depth information calculated by
the laser scanners. Pollefeys et al. [6] realize a real-time city
reconstruction system for video streams based on GPS and
inertia technologies. Zebedin et al. [7] combine aerial images,
sparse line features delineating height discontinuities, and
dense depth data to build the dense city reconstruction model.
All of these methods are reliant on calibrated cameras or laser
scanners. Smartphone and internet technologies development
significantly increases the number of images on the Internet.
Snavely et al. [8], [9] extract Internet images to reconstruct
a structure based on SfM reconstruction method. Agarwal
et al. [1] build a large-scale reconstruction system using
images from photo collection websites; the system contains
several stages, each of which is composed by a proposal
and verification step to build the feature correspondences
among image pairs. The system is employed on a computer
cloud to accelerate the reconstruction procedure. Instead of
utilizing a computer cloud, Frahm et al. [10] obtain a highly
parallel implementation on graphics processors and multi-core
architectures with the application of geometry and appearance
constraints. Lu et al. [11] conduct the SfM reconstruction
based on reduced dimensional descriptors and learned Ham-
ming descriptors. However, the confusion may happen when
several Hamming descriptors have the same distance to the
query descriptor while selecting the best matching candidate.

Many high level descriptors contain high dimensionality,
such as 128-dimension SIFT feature [12] and 64-dimensions
SURF feature [13], [14]. The high feature dimensionality
would not be a big concern for dealing with small number
of features. However, for large-scale reconstruction problems,
the high dimensionality would consume a large portion of
the memory. Research has been invested to reduce the high
dimensional feature to the low dimensional space. Based on
Principal Component Analysis [15], Yan et al. [16] develop
PCA-SIFT, which reduces the SIFT feature dimensionality.
Hua et al. [17] adopt a discriminative approach from labeled
match and non-match pairs to learn a lower dimensional
embedding. Making use of Linear Discriminates Analysis [18]
and Powell minimization [19] , Brown et al. [20] reduce the
descriptors’ dimensionality through both linear and nonlinear
transforms. Philbin et al. [21] learn a projection matrix by
minimizing a margin-based cost function built on the basis
of three groups of descriptor pairs, which are positive pairs,
nearest neighbor negative pairs, and random negative pairs.

Distance computation in binary code is much easier than the
real-value numbers and the descriptors storing in Hamming
space could save a great amount of space. Kulis et al. [22]
generate locality-sensitive hashing for arbitrary kernel func-
tions and prove their usage in indexing local patch descriptors.
Spectral Hashing was proposed by Weiss et al. [23] to compute
binary code for a new data point by selecting a subset of
eigenvectors of graph Laplacian. Yagnik et al.[24] present

an embedding method (WTAHash) based on partial order
statistics. Their embedding method exhibits the simplicity in
implementation and effectiveness in distance computation. The
special case of their Hashing method when applied to binary
vectors is the well-known MinHash [25], [26] method.

III. PROJECTION MATRIX AND MAPPING FUNCTION
LEARNING

A. Projection matrix learning

The main reason for the large memory requirement is the
high dimensionality of the SIFT feature. To deal with this
problem, we learn a projection matrix that projects the high
dimensional SIFT features to the low dimension domain. Ide-
ally, after projection, the distance between positive descriptors
is reduced and the distance between negative descriptors is
enlarged. The positive descriptors represent the descriptors
from the same point in 3D point cloud. The positive descriptors
in different images should fit RANSAC transformation [27]
and negative descriptors mean that the descriptors are from
the different points. As a result, the descriptors of different
points cannot find the transformation matrix while running the
RANSAC. We learn the projection matrix based on the positive
and negative descriptor pairs. As mentioned above, positive
descriptors are strictly defined as the matching descriptors
satisfying the RANSAC transformation. Negative descriptors
are mainly the descriptor pairs that match each other, but not
satisfy the RANSAC transformation. However, we want to
keep the negative descriptor pairs the same number as the
positive descriptors, and normally matching descriptors that
do not fit RANSAC are less than the matching descriptors
satisfying the RANSAC transformation. To take this differ-
ence into consideration, we randomly select a group of non-
matching descriptors as the negative descriptor pairs. The
positive descriptors’ distance and the negative descriptors’
distance are represented by Eq.1 and Eq.2.

DPos =
∑

x,x′∈Pos
(Wx−Wx′)2 (1)

DNeg =
∑

x,x′∈Neg
(Wx−Wx′)2 (2)

In the above equations, W represents the projection matrix.
x, x′ are the original descriptors. Pos and Neg are separately
meaning the positive and negative descriptor pairs. We further
present the distance equation in terms of Trace function:

DPos =
∑

x,x′∈Pos
(Wx−Wx′)2 = Tr(WT (

∑
Pos

(x− x′)2)W )

(3)

DNeg

∑
x,x′∈Neg

(Wx−Wx′)2 = Tr(WT (
∑
Neg

(x− x′)2)W )

(4)
To learn the projection matrix, we build a cost function in

terms of increasing the negative descriptor pairs’ distance and
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decreasing positive descriptor pairs’ distance, as shown in Eq.
5.

cost = max
Tr(WT (

∑
Neg(x−x

′)2)W )

Tr(WT (
∑

Pos(x−x′)2)W )
(5)

[28] points out that minimizing Eq.6 is the same as calcu-
lating the root of equation f(η) = 0. Here, f(η) is described
in Eq. 7.

maxTr(W
TSmW )

Tr(WTSnW )
(6)

f(η) = maxTr(WT (Sm − ηSn)W ) (7)

Sm and Sn are two matrices.

η = Tr(WTSmW )
Tr(WTSnW )

(8)

Similarly, we choose a value of λ as the Eq. 9 to optimize
projection matrix W for minimizing the Cost of Eq. 5.

λ =
Tr(WT (

∑
Pos(x−x

′)2)W )

Tr(WT (
∑

Neg(x−x′)2)W )
(9)

We initialize the projection matrix W as an arbitrary
orthogonal matrix, which satisfies WTW = I . And W
is optimized by performing the eigen-decomposition of
(
∑
Pos(x− x′)2 − λ

∑
Neg(x− x′)2) to change the value of

λ. This process is repeated until W converges. To increase the
convergence speed, Yang et al. [29] propose to substitute the
eigen-decompostion of (

∑
Pos(x− x′)2 − λ

∑
Neg(x− x′)2)

by the following steps.

1) Calculate the d eigenvectors (e1, e2, ..., ed) of
(
∑
Pos(x − x′)2 − λ

∑
Neg(x − x′)2). Repeat the following

two operations until W does not change any more.

2) Sort eiT (
∑
Pos(x−x′)2−λ

∑
Neg(x−x′)2)ei, i = 1, 2...d

in descending order and select the first d′ eigenvectors to
construct W . d′ is the final dimension of the descriptors.

3) Compute λ =
Tr(WT (

∑
Pos(x−x

′)2)W )

Tr(WT (
∑

Neg(x−x′)2)W )
.

After the above the steps converging, W is the projection
matrix that projects the original descriptor to d′ dimensions.

B. Hamming descriptor mapping

After projecting the original high dimensional descriptors
to low dimensional space, we map the low dimensional
descriptors to Hamming space. We adopt the hashing method
proposed by Strecha et al. [30] to further map the lower
dimensional descriptors to Hamming space. It is simpler
and faster to compute the distance in Hamming space than
Euclidean space. Since one dimension in Hamming space
takes only one bit, the memory cost is greatly reduced by
mapping the descriptor from Euclidean space to Hamming
space. Nonetheless, an integer value requires 8 bits and the
float spends 16 bits in most programming languages. The

mapping from real-value descriptor to Hamming descriptor is
through the following operation:

y = sign(x− T ) (10)

x is the real-value descriptor. y is the corresponding value
in Hamming space. T represents the threshold. If (x − T ) is
larger than 0, y is assigned to be 1 by the sign operation. On
the other hand, if (x − T ) is smaller than 0, sign operation
assigns -1 to y. Thus, the Hamming descriptor is achieved by
comparing the real-value descriptor with a threshold.

The most essential step in mapping a real-value number
to a binary descriptor is to learn the threshold. The learned
threshold must minimize the false matching rate, composed
by the false positive rate and the false negative rate. The false
positive rate is calculated by the following equation:

FP (T ) =Pr{min(xNeg, yNeg) ≥ T
∪max(xNeg, yNeg) < T )|Neg}

=1− cdf(min(xNeg, yNeg)|Neg)
+ cdf(max(xNeg, yNeg)|Neg)

(11)

where x and y are two descriptors after projection at this
situation. Neg represents the negative descriptor pairs, which
are the resource of the descriptor pair (x, y); T is the threshold;
cdf is the cumulative distribution function for each T value.
Similarly, the false negative rate is computed by Eq.12.

FN(T ) =Pr{min(xPos, yPos) < T ≤ max(xP , yP )|Pos}
=Pr{(min(xPos, yPos < T )|Pos}+ 1

− Pr{(max(xPos, yPos) < T )|Pos}
=cdf{min(xPos, yPos)|Pos}
− cdf{max(xPos, yPos)|Pos}

(12)

The total false rate is the sum of the false positive rate and
the false negative rate, as Eq.13.

F (T ) = FP (T ) + FN(T ) (13)

The threshold value which supplies the smallest F is the
threshold we use to map the real-value descriptors to Hamming
descriptors.

IV. BIT WEIGHTING IN HAMMING SPACE

After storing the descriptors in Hamming space, the storage
consumption can be largely reduced while the distance com-
putation between descriptor pairs is also getting much easier.
With the benefit of efficient storage and easy computation,
a problem of Hamming descriptor arises that the distance
between every descriptor pair is limited to a certain integer
range since the descriptor length is limited and each dimension
of the descriptor has only two value options, either 0 or 1. Due
to this limitation, usually more than one descriptors share the
same distance to the query descriptor, resulting in a relatively
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high false positive descriptor selection rate by randomly se-
lecting one descriptor among all nearest neighbors of the query
descriptor. To deal with this problem, [31] conducts a majority
vote based on the associated 3D points of the 10 nearest
neighbors to find the correspondence between 2D features and
3D points, making use of the fact that every 3D point has
multiple descriptors associated. Different from the localization
problem in [31], we are trying to find the correspondences
between 2D images, where every point has only one descriptor
associated. In our paper, this problem is addressed by giving
a weight to each dimension of the Hamming descriptor and
ranking the weighted bit. The weight is given based on the
learned discriminant power of the dimension, which helps
to reduce the distance ambiguity among all the matching
descriptors.

While learning the Hamming descriptors, we aim to reduce
the distance of the positive descriptors in Hamming space
as much as possible. In the best situation, the Hamming
descriptors coming from the positive pairs would have exactly
the same value in each dimension. However, this situation
does not happen in most cases. Usually, there are several bits
differ for the positive descriptors. The value of each dimen-
sion distributes differently among all of the descriptors. In
some dimensions, the different values may happen frequently
while the difference occurs rarely in some other dimensions.
This phenomenon results in the different discriminant powers
among all the dimensions of the learned descriptors. For
instance, two Hamming descriptors, Desc1 and Desc2, both
differ 1 bit to the query descriptor Desc3. Desc1 is different
from Desc3 on the m th bit, while Desc2 contains a different
value from Desc3 on the n th dimension. Assuming the
m th dimension has a power more discriminant than the
n th dimension, the distance between Desc1 and Desc3 is
considered larger than the distance between Desc2 and Desc3.

We learn the discriminant power with the purpose of de-
creasing the positive descriptors distance and increasing the
negative descriptors distance. The real-value descriptors after
projection are used in learning the weight of each dimension of
the descriptor due to the large information loss for Hamming
descriptors. Before hashing, on a certain dimension, if the
values of positive descriptors is quite close to each other
and very distant to other negative descriptors, this dimension
retains a high discriminant power and the derived Hamming
bit on this dimension is quite likely to generate an accurate
distance result; on the other hand, if the positive and negative
descriptors’ values cannot be really distinguished, we do not
hold high confidence on this dimension for getting the correct
Hamming bit. For the k th dimension, the average distance of
all the positive descriptor pairs is shown as Eq. 14.

DPk =

∑
(xk,yk)∈Pos

√
(xk − yk)2

Npos
(14)

In Eq. 14, Npos is the number of positive descriptor pairs.
xk and yk are the values of the k th dimension of a positive

descriptor pair. Similarly, the average distance of negative
descriptor pairs is described by Eq. 15,

DNk =

∑
(x′

k,y
′
k)∈Neg

√
(x′k − y′k)2

Nneg
(15)

where Nneg is the number of negative descriptor pairs. x′k
and y′k are the values of the k th dimension of the descriptors
from negative pairs. The weight of the k th dimension is
generated by the scale between DNk and DPk, shown as Eq.
16.

Wk =
DNk
DPk

=

∑
(x′

k
,y′

k
)∈Neg

√
(x′

k−y
′
k)

2

Nneg∑
(xk,yk)∈Pos

√
(xk−yk)2

Npos

=
Npos ∗ (

∑
(x′

k,y
′
k)∈Neg

√
(x′k − y′k)2)

Nneg ∗ (
∑

(xk,yk)∈Pos
√
(xk − yk)2)

(16)

We sum up all the descriptor pairs’ Euclidean distance and
further divide the distance sum by the negative descriptor
pairs number. The same for positive descriptors to get the
average negative descriptor distance on the k th dimension.
The scale between the average negative descriptor distance
and the average positive descriptor distance is assigned to this
dimension as the weight. The time complexity in computing
the positive and negative descriptor pairs’ distance is O(n2).
For the large scale structure from motion reconstruction task,
learning the Hamming descriptor dimensions’ weights would
consume a large amount of time. To address this issue, we use
the positive descriptor pairs’ standard deviation to substitute
the Euclidean distance in order to get the average positive
descriptor distance. And the standard deviation of all the
descriptors is used as the negative descriptors as the following
equations.

DN ′ =

√√√√ 1

N − 1

N∑
1

(yk − µ)2 (17)

DP ′ =

∑Np
1

√
1

NDes

∑NDes
1 (xk − µdes)

Np
(18)

In the equations above, we represent N as the number of all
the descriptors, and µ is the mean value of all the descriptors’
k th dimension value. For the positive standard deviation part,
Np describes the number of different points. Ndes is the
descriptor number of the current point. µdes represents the k th
dimension’s mean value of the positive descriptors. Eq.18 and
Eq. 17 provide the distribution of the descriptor’s value before
hashing. The new distance computed by standard deviation is
applied in calculating the weight of the k the dimesnion, shown
as Eq. 19.
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Wk =
DN ′

DP ′
=

√
1

N−1
∑N

1 (yk − µ)2∑Np
1

√
1

NDes

∑NDes
1 (xk−µdes)

Np

=
Np ∗ (

√
1

N−1
∑N

1 (yk − µ)2)∑Np
1

√
1

NDes

∑NDes
1 (xk − µdes)

(19)

Following the idea of Eq. 16, the weight of k th dimension is
generated by the division of average negative descriptor pairs
distance DN ′ and average positive descriptor pairs distance
DP ′. The larger negative descriptor value distance and the
smaller positive descriptor value distance, the more discrim-
inant power this dimension has and the more correctness
confidence we have for this dimension. Thus, we give a higher
weight to this dimension. As Eq.19 makes use of the standard
deviation, we get rid of computing the Euclidean distance of
each descriptor pair. In this way, the time complexity is O(n).
This could extensively reduce the time consumption while
computing the dimension weights of large datasets compared
with the method used in Eq. 16. The sum of the weights of
the corresponding dimensions that differ from each other is
the distance between these two Hamming descriptors.

V. RECONSTRUCTION PIPELINE

The basic reconstruction pipeline introduced by Agarwal
et al. [1] is adopted in our reconstruction pipeline. The first
step of the reconstruction is extracting features and performing
matching. SIFT is applied as the local feature to perform
matching. To reduce search cost, Approximate Nearest Neigh-
bor (ANN)[32] is used efficiently to determine the matching
point. Features of one image are inserted into a k-d tree
and features in other images are used as the queries. In the
construction of the vocabulary searching tree, hierarchical k-
means is used to quantize the features in an image. The
quantization is aggregated over all features in an image to
obtain a term frequency (TF) vector for the image and a
document frequency (DF) for the corpus of the images. SIFT
matching ratio is also used in the pipeline to retain the accurate
matching number, where the distance to the nearest neighbor
should be twice smaller than the one to the second nearest
neighbor.

RANSAC [27] is used to cull the outliers to enhance the
accuracy of the matches. Agarwal et al. [1] applied a computer
cloud to conduct the reconstruction task. However, our main
goal is to reduce the memory consumption so that we use a
single computer instead of a computer cloud to accomplish the
reconstruction; we do not deal with the additional complication
of retrieving images from various computers. The top k1
images with the highest TFIDF score are further utilized for
verification; meanwhile, another k2 images with the highest
TFIDF score after k1 are used to enrich the connected compo-
nents. The essential matrix between the image pair is estimated
to verify image pairs. Once the image pair meets the following
three conditions, a full Euclidean two-view reconstruction is

produced and stored in the memory. The 3 conditions are: 1)
Essential matrix estimation is successful. 2) A sufficient angle
exists between the directions of two cameras. 3) There are
enough matching points.

We further merge the connected components, where k2
images in the proposal play the role of connection. After
obtaining the Euclidean two-view reconstruction by k1 images
with the highest TFIDF score, the k2 images connect the two-
view reconstructions. Any two images in k1 matching with the
same image in k2 are connected. Hence, images in k2 that do
not match any image in k1 are discarded. A matching graph
could be practically built after the above steps. However, this
matching graph is usually not dense enough to build a good
reconstruction model. In order to make the model more dense,
the matched images create an expansion for seeking more
matched images. For instance, image i is connected to image j
and image j is connected to image k. We then check whether
image i is also connected to image k; this process should
be stopped after a certain number of iterations. Two images
are connected if there are enough matching features. After
connecting the entire image matching tracks, the matching
process is complete.

The last step is to perform the Structure-from-Motion re-
construction (SfM). Some photos from the Internet contain
important parts of the buildings with characteristic texures,
while some other photos consist of only small portion of the
buildings. Due to this difference, it is preferable to first recon-
struct a small image set that has essential image connectivity;
this connectivity is built through searching large loops within
the image connections. After the small essential image set is
reconstructed, we incrementally reconstruct all the remaining
images using pose estimation and triangulate all the remaining
points. Bundle adjustment [33] is applied to minimize the
reconstruction error of the reconstructed model.

VI. EXPERIMENTS

We use Notre Dame dataset in our experiments, which
contains 715 images extracted from Flickr. The photos capture
the different views of Notre Dame Cathedral. Due to the usage
of a single computer instead of a computer cloud, we randomly
select 50 images to do the reconstruction for verifying our
method. Some of our images used for reconstruction are shown
in Fig. 1.

As shown in Fig 1, images contain large rotation, transla-
tion, scaling, illumination change and occlusion. We first give
the reconstruction result using the original SIFT descriptor
describes in Fig. 2. There are 16895 points reconstructed with
the utilization of the original SIFT descriptor. A point cloud
of the gate of Notre Dame Cathedral is observed from Fig 2.

For Hamming descriptor, as indicated by [31] , 96 dimen-
sional Hamming descriptor usually provides the best trade-off
between the memory consumption and accuracy so that we
choose 96 dimensional Hamming descriptor for reconstruction.
The reconstruction result is given on Fig.3.

The reconstruction model contains 2656 reconstructed
points. Though the reconstruction model is much sparser

2371



Fig. 1. Images randomly selected for SFM reconstruction

Fig. 2. Reconstruction model using original SIFT descriptor. 16895 points
are reconstructed.

than the one using the original SIFT descriptor, the memory
consumption is just (1/8) ∗ (96/128) = 9.38%, which is less
than 10 percent of the original memory consumption. After
adding the weight to each dimension of the descriptor, the
reconstruction result is much denser, as shown in Fig. 4.

Fig. 3. Recontruction model using Hamming descriptor. There are 2656 points
in this reconstruction model.

After adding weights to different dimensions of the descrip-
tor, the matching confusion is greatly avoided. There are 8765
points reconstructed, which is a considerable improvement
based on the simple Hamming descriptor with the same
memory consumption. From the experiments, we can see that
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Fig. 4. Recontruction model using weighted Hamming descriptor. 8765 points
are reconstructed.

our weighted Hamming descriptors can perform very well on
reconstruction while saving large memory cost.

VII. CONCLUSION

In this paper, we present our method of Structure-from-
Motion reconstruction with the use of weighted Hamming
descriptors. The learned Hamming descriptors saves a signifi-
cant portion of space to store the descriptors by hashing real-
value descriptors to Hamming space. However, the descriptors
after hashing may result in the confusion of selecting best
matching candidate due to the descriptors information loss.
As a result, multiple descriptors have the same Hamming
distance to the query descriptor. To solve this problem, we
learn the discriminant power of each descriptor dimension
based on the projected real-value descriptors. According to
the discriminant power we learned, different weights are given
to each dimension of the Hamming descriptors. And the
importance of the different dimension Hamming bits is ranked
based on the associated weigths. This reduces the confusion of
finding correspondences when multiple Hamming descriptors
having the same distance to the query descriptors. Experiments
show that our methods can give dense reconstruction result
while largely reducing the memory consumption.
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