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ABSTRACT
Inside a“Bring Your Own Device” environment, the employ-
ees can freely use their devices. This allows them mix their
personal and work life, but at the same time, if the users are
not aware of a risky situation, or that situation is not cov-
ered by a company security policy or rule, this environment
can become very insecure. The aim of this paper is defining
a novel system architecture able to self-adapt itself, in the
sense that it will learn from past, non secure situations, and
therefore will be able to determine whether a new situation
is risky or not.

This Paper proposes the use of a variety of techniques,
from Data Mining of big amounts of recorded data to Evo-
lutionary Algorithms for refining a set of existing policies,
maybe creating new ones. A preliminary method that auto-
matically extracts rules to avoid or deny URL connections
helps to demonstrate that, by performing a good preprocess-
ing of the data, useful conclusions can be extracted from new
- unknown - situations. Therefore, it is possible to success-
fully extend a set of rules, usually laid out by the company,
for covering new, and potentially dangerous, situations.

Categories and Subject Descriptors
H.2 [Information Systems Applications]: Database Man-
agement; H.2.8 [Database Management]: Database Ap-
plications—Data mining

Keywords
Data Mining; Corporate Security Policies; Evolutionary Al-
gorithms; Machine Learning; Classification

1. INTRODUCTION
The evolution from traditional mobile phones to the so-

called smartphones has changed the way people use their
devices. In addition, security threats have evolved too [11],
so that new security measures have to be adopted every time
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a new threat appears. More specifically, smartphones have
contributed to the creation of a Bring Your Own Device
(BYOD) scenario in which people use their own devices at
work. Despite of all the advantages that this environment
might have, it is clear that this kind of situation creates
new security challenges for the Chief Security Officer (CSO)
of a company [21]. This is because they want a fast re-
sponse to any user action that might cause harm (in terms
of money loss because of a security incident) to the company,
but without monitoring the users in a way that is against
privacy. The task of the CSO and the security department
of a company, is establishing a list of security measures to
cope with all the security incidents which might happen in
every environment, so they build what is called a set of Cor-
porate Security Policies (CSPs). These are a set of security
rules aiming at protecting company assets by defining per-
missions for every specific behaviour that could lead to se-
curity incidents [14]. But when such companies embrace a
constantly changing environment, and allow their employees
to use their own devices, the risk of having security inci-
dents grows, even if the employees do not have intention of
attacking the company [22, 6]. Then, there is a need of con-
stant renewal of the CSPs, which it might be difficult if new
threats appear without knowing them in advance (because
they are not included in the security policies).

This paper proposes a system architecture, which should
be easily integrable in company servers, and capable of evolv-
ing the rules included in a CSP by learning from past user
behaviours which caused security incidents. In order to
achieve this, different techniques have to be applied. First,
we assume that a company stores the security incidents that
have been produced, along with the context in which they
were produced. Context was defined by Abowd et al. [1] as
“any information that can be used to characterize the situa-
tion of an entity”. Then, and given that this means to anal-
yse great quantities of data, Data Mining (DM) techniques
can help to extract useful information from it [9], and also
from what can be considered as good behaviour (this means,
actions that were permitted by the security rules). This pro-
cess would allow to build a classifier and to further classify
new situations. With the extracted conclusions from the
performed DM analysis, new rules can be automatically in-
ferred. Then, as rules can be seen as a tree whose branches
are the conditions, and whose leaves are the rule decisions,
an Evolutionary Algorithm (EA) can be applied to optimise
its structure.

The paper is structured is as follows. A brief state of the
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art in company security systems and the use of DM and
EAs on them is given in the next section. Then, Section
3 explains the overview of the architecture of the proposed
system. This system will allow the automatic creation of
new security rules, as well as optimisation of the existing
ones, for a faster response to new - and potentially dangerous
- events. Previous results obtained over a particular type of
data - URL connections - in order to evolve black and white
URL lists are presented in Section 4. Finally, conclusions
and future work are shown in Section 5.

2. STATE OF THE ART
Many tools for companies, as well as for devices, which

have adopted the BYOD have been released in the past four
years. This way, and more focused on the enterprise, tools
such as IBM’s Hosted Mobile Device Security Management
or Sophos Mobile Control offer the CSO ways to control the
devices which enter in the system, requiring users to em-
ploy strong passwords, for instance, and also to protect the
employees data by means of data encryption and data pro-
tection by having strong and secure passwords . Other tools
for managing a BYOD situation, such as the one developed
by Good’s Technology [24], adds to their features guidelines
for the CSOs to develop good CSPs. However, not one of
the reviewed tools has the ability of inferring new rules or
refining the existing ones.

On the device side, the most powerful solution to pro-
tect them in a BYOD situation seems to be to directly use
a phone which has been developed with data security in
mind such as the BlackPhone [7]. It has its own Android-
based operating system, called PrivatOS, which includes a
privacy-focused application store (called Silent Store) that
takes care of the problem of applications which ask for cer-
tain permissions that can lead, for instance, to personal data
leakage [11]. This BlackPhone also allows a remote wiping
of the data if the device is lost or stolen. The main dis-
advantage of this solution is either the enterprise having to
make an investment and buy these smartphones to the em-
ployees (which, in fact, is against the BYOD philosophy), or
to make employees buy them, so they cannot use the device
they already have. On the contrary, the system proposed in
this work is designed as device-independent.

Finally, and considered as an extension of Android de-
vices, two main tools can be found in the market: Samsung
KNOX for Samsung devices, and Android Work by Google.
Both have most of the same advantages as the blackphone,
with the addition of an extension for CSOs. This means
that Samsung, as well as Google, provide security tools both
at device and server side. More precisely, Android work fol-
lows the way of working that Blackberry phones started with
Blackberry Balance, which stands up for having work appli-
cations and personal applications. This is called a “dual-
persona” smartphone [4]. However, with regard to CSPs,
neither of these tools specify “self-adaptation’ ’ as a feature.
They offer policy management, but still they do not analyse
the system information for security rules evolution purposes.

With respect to the application of Data Mining to ex-
tract information from big amounts of data, this has been
done since the nineties [3, 10]. More specifically, DM has
been widely used for security purposes, as it can be applied
in computer forensics. O. de Vel studied the application
of DM techniques to identify authors of malicious e-mails
in [9], and for performing “offender profiling” in relation to

computer security attacks in [2]. Yet, the system this paper
proposed is focused in doing this kind of analysis but then
to look for similarities with the new incoming events, so that
a decision can be made in case they are dangerous. Classi-
fication methods are also applied in the security field. For
instance, Blanzieri and Bryl [5] present a review on a variety
of spam filtering methods, and compare them, reaching the
conclusion of that they are successful in general, but yet in-
sufficient. This is why implementing a self-adaptive system
such as the one this paper proposes can be good for other
security applications and not only spam classification.

As for the works related with the users’ information and
behaviour, and the management (and adaptation) of the set
of Corporate Security Policies, many can be found in lit-
erature. For instance, P.G. Kelley et al. [15] presented a
method named user-controllable policy learning in which the
user gives feedback to the system every time it applies a se-
curity policy. Then, these policies can be refined according
to that feedback to be more accurate with respect to what
the users need. This approach could be useful for adding
information to the system, and therefore perform a deeper
analysis to extract more accurate conclusions, and finally
create better rules. Then, taking into account how much
information can be gathered from social networks, Danezis
in [8] defined a system able to infer privacy-related restric-
tions, enhancing user’s privacy, by applying Machine Learn-
ing techniques on a social network environment. Again, this
is another interesting approach. However, this paper focuses
on CSPs, related to companies, more than on personal life
of individuals.

In the same line, Lim et al. proposed a system [18, 17]
which evolves a set of computer security policies by means of
Genetic Programming, gathering knowledge from the user’s
feedback like in [15]. Furthermore, Suarez-Tangil et al. [23]
take the same approach as Lim et al., but also including
event correlation in. These two latter author’s works are
interesting for this paper, though they are not focused on
company CSPs.

Next section describes the methodology which the sys-
tem proposed in this work will follow. The development of
this system is supported by previous experiment that are
explained in Section 4.

3. METHODOLOGY
The proposed system is intended to be placed inside the

server of the company which wants to add a rule-refinement
feature to its security system. Furthermore, this self-adaptive
system can be seen as a feature extension of the tools de-
scribed in the previous section. Figure 1 shows an overview
of the architecture components of the proposed system.

In order to understand the flow of information, it must
be noted that the database represents only the part inside
the company server where the needed data is stored. This
also contributes to preserve privacy, for the system would
only have rights to access some piece of information. The
following subsections describe the two main components of
this system: the data mining analyser, and the rule treat-
ment component, which will use Evolutionary Algorithms
for creating and evolving security rules.

3.1 Data mining analyser
This component will be in charge of taking the desired

‘raw’ data from the database, and processing it to remove

1194



Figure 1: Architecture overview of the proposed system, whith its inner components.

errors or non-valid values, in order to obtain a dataset to be
used in the rule treatment process. For instance, duplicated
data or unknown values are considered as data that should
be removed. Considered data corresponds to events (and
their related information/context) produced by users’ inter-
actions with the system. Then, the preprocessing compo-
nent will be devoted to ‘prepare’ this data for the application
of further techniques such as pattern mining [13]. Pattern
mining allows the identification of non-frequent or anoma-
lous patterns, since these are suspicious, and thus, could be
of interest to be checked by the Chief Security Officer.

The next subcomponent performs tasks like feature se-
lection [12], which consists of choosing the most important
data features/variables in order to reduce the dataset weight.
Also, new features can be created by extracting meta infor-
mation from the existing ones. These two steps are mainly
done for improving the performance of the classification stage.
Then the subcomponent uses classification algorithms [25],
i.e., it trains models (classifiers) able to associate every pat-
tern in the dataset to a class. This way, the built classifier
can assign a class to further incoming patterns. In this case,
the class will be the “decision” taken, which means that if
the incoming user action is too similar to past dangerous
patterns, it will be rejected or denied.

3.2 Rule treatment
This component will be focused in creating new rules and

will also work with the existing CSPs. It will globally per-
form three different tasks over them. First, it will take the
set of classification rules from the previous component, and
will merge or compare them with the existing ones, sug-
gesting a first set of new (unrefined) rules. Then, it will
analyse the existing rules in order to remove, from the cre-
ated set in the first step, those which might be redundant.
This is done for maintaining correctness and coherence in
the system. Finally, taking advantage of the decision tree
structure nature of the rules, the system will consider using
Genetic Programming [16], as the kind of EA used for opti-
mising tree-based structures. Furthermore, the system can
determine if to make a certain rule more specific, or general,
would be more efficient, and would cover more incidents.
The final set of rules will be presented to the CSO of the
company, who will accept or reject them. This acceptance
or rejection of rule process is itself a ‘feedback’ from wich
the system can learn.

4. PRELIMINARY RESULTS
The decision of implementing this system is preceded by

the results obtained in [19]. In that work, the type of events
that the authors worked with were related to URL requests,
that is, users making URL requests to the company proxy
server. Then, instead of evolving Corporate Security Policies
by themseves, the authors demonstrate that it is possible to
extend the performance of what are called as black/white
lists (non permitted/permitted URLs). This extension, how-
ever, is not aimed for including new URL strings, but to
obtain a set of rules wich classify a certain URL request by
other parameters such as the type of content of the webpage,
or the size of the content.

Then, in this work a dataset of 100000 patterns about em-
ployees’ URL sessions information is analysed. Considering
a set of URL access permissions (initial black/white lists),
they compose a labelled dataset over which they test sev-
eral classification methods, applying different preprocessing
processes over the data each time. The results show that
classification accuracies range from 95% to 97%, but more
importantly, that the rules obtained from the output of the
trained classifiers are useful for classifying future URL re-
quests, even if the specific URL string is not included in a
black or a white list.

5. CONCLUSIONS AND FUTURE WORK
This paper presents a proposed system architecture for

evolving a set of security policies and rules, either creating
new rules or refining the existing ones, for a company to be
able to better secure its assets when adapting to a Bring
Your Own Device environment. This kind of environment
can be dangerous because the users use their own devices
for work, either inside or outside the workplace, and they
are not always aware of being involved in risky situations.
A risky situation is any situation in which the low level of
security might cause a security incident, which itself is trans-
lated in money loss for the company.

Then, as the Corporate Security Policies of a company
cannot cover situations that never happened before, the sys-
tem proposed in this work is able to extract knowledge from
past situations, either dangerous or not, and can optimise
the set of CSPs by creating new rules, refine them, or gen-
eralise them.

Also, previous results obtained over real data of a partic-
ular type of event, which is a user making a URL request,
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support the idea of developing a system like the one pro-
posed.

As future work, the system will be implemented and tested
in a real system, of a real company, as part of the MUSES
European project prototype trials [20].
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