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ABSTRACT
Generalising on-line learned knowledge in evolutionary robotics
results in robots that can accomplish tasks in varying cir-
cumstances. This is the goal of the DREAM project. Even
faster accomplishment of tasks and understanding of the en-
vironment can be realised when there is a collective of robots
that share information–social learning. In this paper, we
propose research questions and scenarios for investigating
social learning within the DREAM project.

1. INTRODUCTION
The DREAM project aims to incorporate sleep and dream-

like processes within a cognitive architecture to achieve the
capability to generalise knowledge gained in on-line learn-
ing, in particular in learning through evolutionary meth-
ods. Through generalisation of knowledge, robots are able to
identify chains of behaviours that solve (sub-)tasks in vary-
ing circumstances. This will allow the robots to go beyond
the rote learning of appropriate behaviour for very particu-
lar tasks and environments.

Within a collective of robots, sharing knowledge between
robots can lead to faster learning and the identification of
more efficient behaviours through a consolidation of the knowl-
edge and experiences acquired by the different individu-
als. The topic of this paper is this learning by sharing
knowledge–social learning, particularly our ideas for research-
ing the impact and possibilities of social learning in the con-
text of DREAM.

Implementing social learning implies a number of design
choices that define with whom, when and what knowledge
is shared. DREAM will investigate the impact of these as-
pects (who, when and what) on the speed of learning and the
efficiency of the behaviours that arise when implementing a
social learning algorithm in a cognitive architecture that al-
lows for generalised behavioural patterns at a more abstract
level than direct sensory-motor loops.

It has been noted that social learning implements an evo-
lutionary system [1, 2]. In fact, many of the considerations
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in this paper apply as much to on-line evolutionary sys-
tems such as Embodied Evolution [4]. We use the term
social learning rather than embodied evolution to differen-
tiate from evolutionary processes at other levels that are
also part of the cognitive architecture in DREAM (which
we cannot describe here for lack of space).

Many of the choices we consider are similar to choices
in evolutionary algorithms, particularly regarding various
selection schemes. Therefore, some options for our design
choices are inspired by research into evolutionary robotics,
in particular on-line evolutionary systems such as EE.

This paper outlines the research questions and experimen-
tal scenarios we will conduct to investigate social learning
in the initial phases of the DREAM project.

2. SOCIAL LEARNING ALGORITHMS
We consider three important components when investi-

gating a social learning algorithm: who, when and what.
There are more components describing a social learning algo-
rithm but these are considered out of scope for the DREAM
project. In this section we explain possible choices of each
component and describe the research questions that we will
investigate.

Who
To decide who can send and receive information we consider
two possibilities. Either everyone has the possibility to send
and receive information (egalitarian) or robots can have a
predefined role to be a teacher or student (teacher-student).

Using a teacher-student mechanism has been studied in
[1]. In this paper social learning proves to spread knowl-
edge pieces over the population, acting as an accelerator for
individual learning and as a knowledge repository of indi-
vidually discovered knowledge that otherwise would be lost
after an agent’s death.

In [3] the researchers investigate an egalitarian model of
social learning (ESL) in which agents are not labelled as
teachers or students, instead allowing any individual receiv-
ing a sufficiently high reward to teach other agents. ESL
promotes diverse behaviour in the overall population and
prevents premature convergence.

For our research, we investigate both the egalitarian and
the teacher-student model for different purposes. The teacher-
student model helps to first investigate how good knowledge
can spread through the group. Then we use the egalitarian
model to see how the group can build the required knowl-
edge together, making the teachers redundant and therefore
the learning open-ended.
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When
The when means to decide on the moment when commu-
nication takes place and the selection mechanism. There
are many options for choosing a communication moment.
Communication can for example arise when two robots are
within communication range or at the end of each genera-
tion. For the rules that tell whether communication actually
takes place, a selection mechanism has to be chosen where
the quality of the robot controller influences the participa-
tion in social learning of the robot.

An example where the range and the quality of the con-
troller influence the participation in social learning is [4].
A robot broadcasts genes to other robots within a certain
range at a rate proportional to its energy level. Conversely,
a received gene is accepted at an inversely proportional rate
to the agent’s energy level. They conclude that the evolved
behaviors are better than the best hand-coded behaviors.

We will investigate a similar setup where the frequency
of sending information is dependent on the performance of
the robot. We will also investigate a mechanism where it
is possible for the robot to ask for specific knowledge from
others.

What
The what decides the explicit information that is transferred
between two robots. Therefore, transferring knowledge by
imitation is out of scope for our research.

In on-line evolutionary robotics, a commonly used method
for implementing the what component is by sending (part of)
the robot’s controller.

As a result of the knowledge generalisation in the DREAM
project, we will have different levels of knowledge to share
among the robots. We will investigate the influence of the
type of shared information on the behavior of the robots.
We also investigate whether we can find knowledge pieces
that are general enough to send between physically different
robots.

3. SCENARIO
The environment we use to investigate social learning in

the initial phases of the DREAM project is foraging : search-
ing for objects to bring to a target.

The robot we will use is a mobile Thymio II robot ex-
tended with a Raspberry Pi with a camera and WiFi. In
total, we will use 4 environments with increasing complex-
ity. The environments and robot are shown in Figure 1.

Environment 1 has a switch that has to be pushed to open
the door and environment 2 has one puck to bring to the
target. Environment 3 is a combination of the previous two
where there is a switch and a puck to collect. Environment
4 is a variation of environment 3 where the button, puck and
target have a different position.

The reason for using multiple environments is to show
that the on-line learned knowledge can be generalised over
different environments which makes social learning beneficial
even when robots are in different situations.

There are different objects the robot needs to recognise
(button, puck and target) and act accordingly. The robot
will be able to recognise these object with the camera. Recog-
nising an object will result in choosing a certain behavior.
Behaviors are implemented as neural networks.

Figure 1: Left: the four environments where R=robot,
P=puck and T=target. Right: the Thymio II robot ex-
tended with Raspberry Pi and camera module (3D support
designed by ISIR/UPMC)

The weights of these neural networks and the correspond-
ing behaviors need to be learned and are (partially) shared
by the robots.
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