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ABSTRACT

Peptide search engines are algorithms that are able to iden-
tify peptides (i.e., short proteins or parts of proteins) from
mass spectra of biological samples. These identification al-
gorithms report the best matching peptide for a given spec-
trum and a score that represents the quality of the match;
usually, the higher this score, the higher is the reliability of
the respective match. In order to estimate the specificity
and sensitivity of search engines, sets of target sequences
are given to the identification algorithm as well as so-called
decoy sequences that are randomly created or scrambled ver-
sions of real sequences; decoy sequences should be assigned
low scores whereas target sequences should be assigned high
scores.

In this paper we present an approach based on symbolic
regression (using genetic programming) that helps to dis-
tinguish between target and decoy matches. On the ba-
sis of features calculated for matched sequences and using
the information on the original sequence set (target or de-
coy) we learn mathematical models that calculate updated
scores. As an alternative to this white box modeling ap-
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proach we also use a black box modeling method, namely
random forests.

As we show in the empirical section of this paper, this
approach leads to scores that increase the number of reliably
identified samples that are originally scored using the MS
Amanda identification algorithm for high resolution as well
as for low resolution mass spectra.
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Categories and Subject Descriptors

H.2.8 [Database Applications]: Data mining; I1.2.8
[Artificial Intelligence]: Heuristic methods; J.3 [Life and
Medical Sciences]: Biology and genetics

1. INTRODUCTION

Mass spectrometry based proteomics has emerged to a
powerful and widely used technique in the analysis of bio-
logical samples [2]. Obtained so-called tandem mass spec-
tra contain peaks as mass-to-charge ratios and respective
ion intensities of peptide fragments. Peptide search en-
gines are used to identify peptides (i.e., short proteins or
parts of proteins) from those mass spectra. These identi-
fication algorithms report the best matching peptide for a
given spectrum and a score that represents the quality of the
match. A score dependent on an identification algorithm is
assigned to each peptide spectrum match (PSM); usually,
the higher this score, the higher is the reliability of the re-
spective match. There are several scoring algorithms that
are frequently used in modern proteomics incorporating var-
ious strategies to evaluate the quality of a PSM, e.g., Mascot



[14], SEQUEST [8], Andromeda [5], and, most recently, MS
Amanda [6].

In order to estimate the specificity and sensitivity of
search engines, sets of target sequences are given to the
identification algorithm as well as so-called decoy sequences
that are randomly created or scrambled versions of real se-
quences. As no gold standard data are available for pro-
teomics experiments, these target-decoy searches are used
to estimate false identifications among matches to the tar-
get database. [13, 7] In practice, a threshold 6 is defined and
only PSMs with a score higher than this threshold are ac-
cepted. 0 is set to that certain value leaving only a desired
number of decoy matches above the threshold. Applying
this false discovery rate (FDR), the number of false identi-
fications can be estimated as being equal to the number of
decoy hits and is usually set to values such as, e.g., 1%.

Appropriate peptide identification algorithms should as-
sign low scores to false and decoy sequences whereas target
sequences should be assigned high scores. Obviously, these
approaches are not always working perfectly - there will al-
ways be true PSMs that are scored below 6. To improve the
discrimination between correct and wrong identifications we
here present a machine learning approach for target-decoy
classification. On the basis of features that are calculated for
matched sequences and using the information about previ-
ously analyzed samples on the original sequence set (target
or decoy) we learn mathematical models that calculate up-
dated scores.

This approach is inspired by Percolator [9], a semi-
supervised learning method for peptide identification from
shotgun proteomics datasets. Percolator uses support vector
machines to learn models that discriminate between positive
and negative PSMs. Instead of support vector machines, we
want to focus on white box modeling, namely symbolic re-
gression by genetic programming for training such discrim-
inators. White box models may further be used to improve
score calculation of peptide identifications algorithms.

In Section 2 we define the algorithmic details of the ap-
proach pursued to reach these goals. As we show in the
empirical section (Section 3) of this paper, this approach
leads to scores that increase the number of reliably identi-
fied samples that are originally scored using the MS Amanda
identification algorithm. In Section 4 we discuss these results
and give an outlook to further research in this area.

2. ALGORITHMS
2.1 Overall Workfl w

The overall workflow of the algorithm described in this
paper is shown in Figure 1. In an initial training phase we
collect information about analyzed PSMs and train models
that shall assign improved scores to PSMs; later, these mod-
els are used to calculate updated scores that shall help to
distinguish more clearly between target and decoy peptide
spectrum matches.

2.1.1 Training Phase

e First, in the training phase, standard peptide spec-
trum matching results are collected. For each given
spectrum we get PSMs plus respective scores. Addi-
tionally, we also know which PSMs are decoy hits and
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which target hits are above 1% FDR and therefore
considered true hits.

e From this information we calculate a new score for
each PSM psm:

— If psm is a decoy hit, then it is assigned 0:

(1)

1s_decoy(psm) < scorenew(psm) =0

— Otherwise, if psm is a true hit, then it is assigned
the original score:

lis_decoy(psm) & score(psm) > 0

& SCOTEnew (psm) = score(psm)

(2)

— All other PSMs matching the target database are
not used for training as it is doubtful whether
those are true or false hits.

e These new scores are then used in combination with
further information on the PSMs, especially on peptide
sequences, for training models that assign estimates for
the new score to new, unseen PSMs. For all PSMs the
following features are calculated:

— Scores calculated by the peptide identification al-
gorithm.

— Mass spectrum specific features such as the mass
to charge ratio and the charge state of the spec-
trum.

— Peptide specific features such as the score differ-
ence to the second best matching peptide’, the
peptide length, or the number of missed cleav-
ages.

2.1.2  Application Phase

e In the later application phase, new spectra are pre-
sented and, using a peptide search engine, PSMs are
calculated. Additionally, using the previously gener-
ated mathematical models, an updated score is also
calculated for each newly presented PSM.

As usual, a threshold 6 is set such that only a cer-
tain ratio of decoy hits are within considered PSMs
estimating the number of false identifications among
target hits. We can then calculate how many target
PSMs can now be confidently identified using either
the standard workflow or the new workflow with up-
dated scores presented here.

!Usually, only the best matching peptide is considered for
a spectrum, still the distance to the second best matching
peptide is of high importance.
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Figure 1: Overview of enhanced peptide identification using MS Amanda and machine learning.

2.2 Methods

In this section we describe the methods we use for identi-
fying peptides and for calculating models that estimate new
scoring values:

e As peptide identification algorithm we use MS
Amanda.

e For machine learning we use genetic programming as
well as random forests.

2.2.1 MS Amanda

To identify peptides out of mass spectra we used the
database search algorithm MS Amanda [6]. MS Amanda is
a scoring approach especially designed for mass spectra with
high mass accuracy and outperforms gold standard peptide
identification algorithms Mascot and SEQUEST at the same
false discovery rate. This scoring algorithm is freely avail-
able at http://ms.imp.ac.at/?goto=msamanda as a platform
independent standalone application as well as integrated in
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Proteome Discoverer, SearchGUI [18], and PeptideShaker
[19].

2.2.2 Genetic Programming

For symbolic regression we use genetic programming (GP)
[12] with strict offspring selection (OS) as described in [21]
and [1]. The functions set described in [21] (including arith-
metic as well as logical ones) was used for building composite
function expressions.

Applying offspring selection has the effect that new indi-
viduals are compared to their parents; in the strict version,
children are passed on to the next generation only if their
quality is better than the quality of both parents. Figure 2
shows our GP implementation with OS, Figure 3 schemati-
cally shows OS (standard as well as strict).

In addition to splitting the given data into training and
test data, we apply GP in such a way that a part of the given
training data is not used for training models and serves as
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Figure 3: Offspring selection [1].

validation set; in the end, when it comes to returning the
eventual results, the algorithm returns those models that
perform best on validation data. This approach has been
chosen because it helps to cope with over-fitting; it is also
applied in other GP based machine learning algorithms as
for example described in [3].

We use GP as implemented in HeuristicLab [20, 11] (http:
//dev.heuristiclab.com), a framework for prototyping and
analyzing optimization techniques for which both generic
concepts of evolutionary algorithms and many functions to
evaluate and analyze them are available. Figure 4 shows GP
solving a regression problem in HeuristicLab 3.3.11.

2.2.3  Random Forest Classificatio

Random forests (RF's, [4]) are ensembles of decision trees,
each depending on randomly chosen samples and features.
The best known algorithm for inducing random forests was
first described in [4] combining bagging and random feature
selection:

e For each tree in the forest, a certain number of input
variables is used to determine the decision at a node
of the tree.
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Figure 4: Solving a regression problem with sym-
bolic regression in HeuristicLab 3.3.11.

e A certain number of samples is randomly drawn from
the training data base; the rest of the samples is used
as internal validation set for estimating the model’s
prediction error (out-of-bag error).

When it comes to calculating the value predicted for a
given sample, this sample is pushed down the trees and is
assigned the label (predicted value) of the terminal node
it eventually ends up in. This procedure is executed for
all trees in the forest and the final prediction for the given
sample is the mode vote of all trees.

RFs are a very popular machine learning method as they
are known to be one of the most accurate learning algo-
rithms available [15], robust against overfitting, and widely
considered a very efficient machine learning method.

Figure 5 schematically shows the aggregation of estimated
target values produced by a set of trees as implemented for
random forests.

O leaf nodes
v v O split nodes
t, t,
-3, )

!
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Figure 5: Random forest regression (adapted from

[16]).



3. EMPIRICAL TESTS

3.1 Sample Preparation and Data

To test our approach we used two mass spectrometry data
sets from a human cancer cell line:

e The first data set DSI! (1 ug) was measured on a
Thermo Fisher QExactive mass spectrometer and ac-
quired along a 3h gradient (high resolution data set for
MS2 spectra),

e the second data set DS2 (1 ug, 1h) was acquired on
a Thermo LTQ-Orbitrap Velos and first reported in
Koecher et al. [10].

Resulting spectra where analyzed in Proteome Discoverer
(version 1.4.0.288) using MS Amanda. Mass spectra were
matched to the uniprot human protein database [17] includ-
ing isoforms and extended for common contaminants and
reverted protein sequences accounting for decoy proteins.
Database search was conducted using trypsin as digestion
enzyme and a 2 missed cleavages constraint. For the high
resolution data set (DSI1) 15 ppm and 0.02 Da were used as
precursor mass and as fragment mass tolerance, respectively,
while we used 10 ppm and 0.5 Da for the low resolution
data set (DS2). Carbamidomethylation of cysteine and oxi-
dation of methionine were set as fixed and variable peptide
modifications, respectively. For each spectrum MS Amanda
reported up to 5 best matching peptides, with an Amanda
score ranging between 0.4 and 662 (662 representing a top
match).

Each so obtained data set was split into one set of PSMs
that are used for training models and one for testing our
combined approach:

e For DS1, 30,000 samples (PSMs) are used for training
and model selection, the remaining 155,271 samples
(PSMs) are here used as test samples.

e For DS2, 2,000 samples (PSMs) are used for train-
ing and model selection, the remaining 35,163 samples
(PSMs) are here used as test samples.

3.2 Test Results

Both machine learning methods applied here, GP and
RFs, were executed with varying parameter settings:

e For GP different model size constraints and population
sizes were applied: The allowed model depth was var-
ied between 6 and 10, the allowed model complexity
was varied between 50 and 200, and the mutation rate
was varied between 10% and 30%. A combination of
random and roulette parent selection was applied as
well as offspring selection. Offspring was kept strict
for all executions, i.e., in each generation only those
models were propagated to the next generation that
performed better than both parents. The maximum
selection pressure was set to 100, and this was used
as termination criterion. As fitness function we used
Pearson’s correlation coefficient (R?).

For RFs, different values for the parameters M (the
ratio of features used for creating the trees), R (the
ratio of samples used for training the trees), and the
number of trees were tested: M was varied between 0.3
and 0.7, R was also varied between 0.3 and 0.7, and
the number of trees was varied between 50 and 200.
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For both methods, the 5 models with best performance on
training (in the case of GP: validation) data were selected;
the quality of a model is calculated as the correlation (R?)
of estimated and original scores. The test results given in
the following are calculated as the average performance of
the so selected models, where performance is calculated as
PSMs on test data not seen by the identification algorithms.

We here analyze test results (i.e., reported PSMs) for dif-
ferent false discovery rates (FDR) as well as varying size
limits for the peptides. Tables 1 and 2 summarize the re-
sults where column “ml” gives the minimum peptide length,
“A” the results achieved using MS Amanda, “A+GP” the
results achieved using the combination of MS Amanda and
GP, and “A+RF” the combination of MS Amanda and RFs.
Figures 6 and Figures 7 show these results graphically.

Table 1: Test results achieved for data set DS1.

[FDR ml]] A | A+GP | A{RF |

01% 6 [ 7586 8245 9326
+8.7% | +22.9%

7 | 7610 9218 9319
+21.1% | +22.5%

8 || 8566 9311 10615

+8.7% | +23.9%

0.5% 6 || 10350 | 12452 12956
+20.3% | +25.2%

7 |[ 10857 | 12953 13246
+19.8% | +22.0%

8 || 11094 | 13144 12641
+18.5% | +13.9%

1% 6 || 11976 | 14451 13837
+20.7% | +15.5%

7 || 12154 | 14407 13912
+18.5% | +14.5%

8 [[ 11892 | 13493 13390
+15.5% | +12.6%

Table 2: Test results achieved for data set DS2.

[ FDR. ml || A | A+GP [ A4RF |
01% 6 2708 3103 2788
+14.6% | +3.0%
7 2781 3191 2804
+14.8% | +0.8%
8 3467 3704 3612
+6.8% | +4.2%
05% 6 3663 4036 4004
+10.2% | +9.3%
7 | 3921 4201 4267
+7.1% | +8.8%
8 || 3954 4247 4217
+74% | +6.7%
1% 6 || 4101 4447 4438
+8.4% | +8.2%
7 || 4189 4521 4488
+7.9% | +7.1%
8 4153 4355 4322
+4.9% | +4.1%
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3.3 Test Results Discussion

The results summarized in Tables 1 and 2 show that in all
cases, i.e., for both data sets and for all choices of minimum
peptide length and false discovery rate, the scores calculated
by models identified by nonlinear modeling lead to better
peptide identification rates.

14000
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10000

e For the high resolution data set (DS1) we see that the
number of identified PSMs can be increased by 10% —

8000 - 20%.

— The highest relative increase (up to +25%) can
be seen for 0.5% FDR, and also for 0.1% FDR
and also 1% FDR the number of PSMs can be
increased by up to 20% and more.

— For FDR 0.1% RFs show a better performance
than models identified using GP,

6000 -
4000 -

2000 -

— whereas models learned using GP perform better
when setting the false discovery rate to 1%.

ml=6 ml=7 ml=8 ml=6 ml=7 ml=8 ml=6 ml=7 ml=8
FDR=0.1% FDR=05% FDR = 1% e For the low resolution data set (DS2) we see that the
performance increase is not as high as for the high
Figure 6: PSMs identified for the first data set (DS1) resolution data, but still the numbers of identified
using standard MS Amanda (A, blue) compared to PSMs can be increased significantly. We here see that
results obtained using new scores calculated with the models identified by genetic programming perform
models generated by symbolic regression (A+GP, better than RF's:

red) and random forests (A+RF, green).

— For 0.1% FDR, using scores calculated by mod-
els identified by GP the performance can be in-
creased by up to 14%, whereas using RFs in-

<000 creases the performance by up to 4%.

— For 0.5% FDR, both machine learning approaches
tested here lead to performance increases of 7% —
10%.
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— For 1% FDR, both machine learning approaches
tested here lead to performance increases of 4% —
8%, where results achieved using GP are slightly
better than those achieved using RFs.
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4. CONCLUSION

We have tested various machine learning approaches for
calculating new scores for peptide spectrum matches of high
accuracy mass spectra. Results show that not only black
box modeling (using RFs or SVMs, as used in Percolator),
but also white box modeling (using symbolic regression) is
perfectly well suited for improving the separation of correct
and false peptide identifications of mass spectra. White box
approaches generate models that can be analyzed regarding
their structure and variable impacts, and they can also be
compared for different data sets as those models are trans-
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" GFD:lOZ% " e ::R:O_S:I ’ e mFIm::l: ’ parent. Components of these models can provide further
insight into characteristics of target versus decoy identifica-

Figure 7: PSMs identified for the second data set tions which may additionally be integrated in peptide iden-
(DS2) using standard MS Amanda (A, blue) com- tification algorithms in advanced scoring models. Future

pared to results obtained using new scores calcu- plans include detailed analysis of the generated models to
lated with models generated by symbolic regression extract significant differentiation properties that shall fur-

(A+GP, red) and random forests (A+RF, green). ther be integrated in the peptide identification algorithm
’ ’ MS Amanda. The comparison of models generated for dif-

ferent data sets will help us to gain further insight in peptide
identification.
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