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ABSTRACT
Time series analysis is an important research topic in sci-
ence and engineering. Real-world time series are usually
non-stationary with time-varying parameters. Identification
of non-stationary time series with a switched model includes
finding the switch times and model parameters in each clus-
ter. This problem is a non-convex optimization with equal-
ity constraints. Conventional identification methods suffer
from restrictive statistical assumptions about the data or
switch times, locality of solution, and computational com-
plexity particularly for longer time series. In this paper,
a novel coordinate-descent algorithm with the genetic algo-
rithm (GA) and statistical inference is developed. In the
evolutionary process, innovative types of crossover and mu-
tation are proposed to improve exploration and exploitation
capabilities of the GA, and fitness of the individuals are cal-
culated by the maximum likelihood or least-mean-square.

CCS Concepts
•Mathematics of computing → Time series analy-
sis; •Information systems → Clustering; •Computing
methodologies → Genetic algorithms;
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1. INTRODUCTION
Complex systems usually exhibit nonlinear deterministic

or stochastic characteristics, and their generated time se-
ries are modeled in order to provide insight into the system
behavior [5]. Common modeling approaches based on sta-
tistical inference only work for modeling of time series with
time-invariant parameters. However, real-world time series
in climate, economy, biology, and engineering are generally
non-stationary, i.e. their statistical properties change with
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time. An important model of non-stationary time series is
the switched model, where the time series has some clus-
ters (segments). Each cluster has its own distinct and time-
invariant model parameters, and there is a switching mech-
anism between the clusters. Identification of switched mod-
els requires determining the switch times among the clusters
and the mathematical model of each cluster. A time series
with T data points has approximately TW distinct place-
ments ofW switches. The mathematical model is considered
as a function of time (such as a polynomial or differential
equation) or a probability density function (such as a Gaus-
sian distribution).

Several identification approaches exist in literature includ-
ing the hypothesis tests, Bayesian inference, Hidden Markov
Models, convex relaxation and brute force search. The ma-
jor issues in aforementioned approaches are locality of so-
lution, restrictive statistical assumptions and high volume
of computations (especially for longer time series)[2]. In
this paper, a new method is proposed which combines the
GA and statistical inference under a coordinate-descent al-
gorithm. In this method, each individual in the GA repre-
sents the switch times and the cluster sequence in the time
series. For generation of offsprings, innovative crossover and
mutation operators are proposed to evolve the switch times
and the cluster sequences in the population. The cluster pa-
rameters and error of identification are determined by the
least-mean-square/maximum likelihood.

2. IDENTIFICATION METHOD
Let x(t) ∈ Rn be a multidimensional non-stationary time

series over t = {1, . . . , T} with C clusters. The model of the
time series in each cluster could be a function of time and
other inputs, i.e. x(t) = f(x(t− 1), ..., x(t− p), u(t− 1), ...
, u(t − q), t, θc) or a probability density function P (X =
x(t)) = f(x(t)|u(t), θc). Here, f is the model of the time
series, and θc is the set of parameters in the c-th cluster.
For these two case, the distance function d (x(t), θc) between
the time series at time t and the model of the c-th clus-
ter is respectively defined using Euclidean distance ∥x(t) −
f(x(t − 1), ..., x(t − p), u(t − 1), ..., u(t − q), t, θc∥2 or nega-
tive log-likelihood function ℓ (f(x(t)|u(t), t, θc)). Then, the
identification problem is defined as a minimization problem
as minµ,θ

∑T
t=1 µc(t)d(x(t), θc). Here, µc(t) ∈ {0, 1} is the

cluster membership function indicating whether the data at
time t belongs to the c-th cluster or not, and

∑C
c=1 µc(t) = 1.

The above mentioned optimization is a non-convex mixed-
integer optimization with two sets of unknown parameters.
One solution to the problem is to use the coordinate-descent
technique that solves the problem in two iterative steps with
respect to µc(t) and θc. In order to make the problem well-
posed, a constraint is added to the problem formulation such

1399



that the number of switches is known equals e.g. W . For
real time series problem with unknown number of the clus-
ters and the switches, the optimal value of these parameters
can be estimated by Bayesian Information Criterion [4].
Each Individual represent W switch times among the C

clusters, and W + 1 corresponding indices of the clusters
sequence in a non-stationary time series with the length of
T . The switch times are integer numbers from the set of
{1, . . . T} and the sequence indices indicate the name of the
clusters from the set of {1, . . . C}. A sample individual is
shown in Fig.1 where the length of time series is T = 250 and
there are six switches among the three clusters. The clus-
ters 1, 2 and 3 are activated at t ∈ {1, . . . , 9}∪{40, . . . , 69}∪
{150, . . . , 200}, t ∈ {10, . . . , 39}∪{95, . . . , 149}∪{201, . . . , 250}
and t ∈ {70, . . . , 94} respectively. It is worth noting that the
sequences with consecutive identical clusters (such as {1, 2,
2, 1, 3, 2, 1} are not valid. In an ordered sequence, the first
and the second loci are always 1 and 2 respectively. The
other loci of the sequence might be any indices from the set
of {1, . . . , C} with no consecutive equal indices.

Figure 1: A sample individual with three clusters and six
switches.

Since the proposed individual represents the set of switch
times as well as the cluster sequences, the crossover and
mutation operators should be applied on both sets. We gen-
erate a random number α ∈ [0, 1] (β ∈ [0, 1]), and if α ≥ 0.5
(β ≥ 0.5), the crossover (mutation) is applied on the switch
times. If α < 0.5 (β < 0.5), the crossover (mutation) is
applied on the cluster sequence. The crossover and muta-
tion on the switch time are similar to real-valued crossover,
with an additional floor operator. The crossover/mutation
on the cluster sequence, generate a new sequence without
consecutive identical clusters (Fig. 2).

(a) The crossover is applied
on the switch times of the
parents to find a new set of
switch times.

(b) The possible crossover
sites are marked with circle.
For z = 6, the crossover
child is shown at the bot-
tom of the figure.

(c) Mutation on the switch
times, mutation site z = 8
is chosen randomly and the
switch times is mutated to
another value in the range
of {202, . . . , 244}.

(d) Mutation on sequence
of the clusters: the muta-
tion site z = 5 (marked
with circle) is randomly se-
lected. The sequence value
is mutated to 4.

Figure 2: Crossover and Mutation operator on the switch
times and the sequence of individuals with W = 9, C = 4
and T = 250

The next step is to calculate the fintness of each individ-
ual. According to each individual µc(t) = 1 , if x(t) belongs
to the cluster c at time t. Otherwise µc(t) = 0. Then, the
cluster parameters θc should be obtained by solving an un-
constrained optimization as minθc

∑T
t=1 µc(t)d(x(t), θc) for

c ∈ {1, . . . , C}. Since the parameters of the C clusters
are independent, this optimization is converted to C sep-
arate optimizations. Depending on the mathematical model
of the clusters, each optimization is solved either by the
least-mean-square or the maximum likelihood [1]. After
finding the cluster parameters, error of identification can
be calculated using the cost function. In this paper, we
implemented the steady-state GA called Crowding/Replace
Worth (CD/RW) [3] which uses a hybrid replacement scheme
to replace the individuals with poor fitness and low contri-
bution to diversity. We generate a random populations of
individuals, apply crossover/mutation operators. For each
individual, the corresponding µc(t) and θc are estimated and
the identification error is assumed as the fitness.

Fig. 3 shows a time series with Gaussian distributions in
each of five clusters, having eight switch times. The GA con-
verges to an individual in the form of {701, 1501, 1999, 2401,
2700, 3502, 4000, 4500, 1, 2, 3, 2, 1, 2, 1, 4, 1}. In this exam-
ple, the size of the search space to find the eight switch times
is about 50008 ≃ 4 × 1029. Thus, the brute force search
algorithms are not efficient here. Additionally, solving this
problem with methods based on convex optimizations [4] re-
quires solving a linear programming with size about 50000
which shows memory error in our PC. In contrast, the pro-
posed approach based on the GA finds a very good solution
in a reasonable time (about 10 minutes).
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Figure 3: The time series x(t) with five clusters and eight
switches. The means and means±standard deviations de-
tected by algorithm are shown in red and green lines.
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