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ABSTRACT

Generating networks that satisfy a given set of constraints
can be very challenging, especially when the metrics be-
ing controlled for are not very prescriptive and the net-
works could potentially exhibit very different higher-order
structure within those constraints. Network-generating al-
gorithms typically produce fairly contrived networks and
lack mechanisms by which to systematically sample the space
of network solutions. In this paper, we explore the potential
of a multi-objective novelty-biased GA to provide a viable
alternative to these algorithms. We believe our results pro-
vide the first proof of principle that (i) it is possible to use
GAs to generate graphs satisfying set levels of key classical
graph theoretic properties and (ii) it is possible to generate
diverse solutions within these constraints.
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G.2.2 [Mathematics of Computing]: Graph Theory—
Graph algorithms
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1. INTRODUCTION

Generating networks with set levels of classical network
characteristics is a non-trivial task and available techniques
typically are only capable of creating networks that satisfy
a limited number of classical network characteristics such
as global clustering, degree distribution, and, more recently,
motif distribution for a limited set of such motifs. In terms
of how realistic and usable the generated networks are, these
algorithms have two significant limitations. First, they are
only concerned with fitting the constraints, as opposed to
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generating diverse networks that fit the constraints. Second,
there is increasing evidence that controlling for classical indi-
cators such as degree distribution and global clustering does
little by way of accounting for important structural differ-
ences including local clustering and higher-order structure.
There is therefore a need for a more open ended or flexible
method for generating networks, one which will not only sat-
isfy a set of criteria but also provide the means to sample the
diversity of the space of solutions. As a population-based
method of searching the feature space, genetic algorithms
(GA) are in principle well suited to this multi-objective prob-
lem. Here, we report preliminary work exploring the viabil-
ity of using GAs to (a) generate networks that satisfy vari-
ous requirements and (b) sample the diversity of the space
of possible network structures under those requirements.

2. METHODS

An extended version [2] of this paper in which both meth-
ods and results are described in full is available at: http:
//arxiv.org/abs/1503.06342.

We encoded the networks (assumed to be undirected and
unweighted) through their adjacency matrix, thus making
the extraction of their theoretic characteristics trivial. All
measures described in the paper were implemented using the
Brain Connectivity Toolbox [4] in the Matlab environment.

2.1 Fitness

There were two components to the fitness of an individual:
CF, its compliance with the constraints (namely, a speci-
fied degree distribution and a set global clustering coeffi-
cient) and NF, its novelty in relation to valid networks previ-
ously evolved by the GA (measured in terms of 7 structural
metrics). For simplicity, we used a weighted sum (or pri-
ori) approach [1], with the respective weighting determined
through experiments. The NF fitness was subtracted from
the CF fitness in order to reward diversity.

2.2 Population updating

To mitigate the effects of increasing network size, we used
a steady state GA. Elitism was introduced as follows. When
valid networks appeared, they were removed (one individual
per generation at most) from the population and placed in
a separately maintained pool of solutions. It was against
those solutions that the NF fitness was calculated. Thus,
the distribution of solutions in the pool could be thought
of as a coarse approximation of the prevalence of structure
types in the space of solutions.



Figure 1: Three networks from the pool of solutions
obtained from one run for Poisson networks with 20

nodes and global clustering C=0.2.

2.3 Selection and mutation

The population was initialised by randomly assigning 1
or 0 to each element of the individual’s genes. The fitness
of each network in the population was calculated and then
updated each time a mutation was applied to an individual.
The mutation rate was set as the percentage of potential
links of a randomly picked node whose values were flipped
with probability 0.5. To avoid that similar networks keep
being selected after their inclusion in the pool, rank-based
selection in descending order was used.

3. RESULTS

We investigated the performance of our approach when
sampling target configurations along two dimensions: net-
work size (6-200 nodes) and topological complexity (homo-
geneous and heterogeneous networks with global clustering
from 0.2 to 0.8). The degree distribution component of the
CF fitness was calculated on the basis of the R? value ob-
tained when fitting the evolved degree distribution with the
expected one. Full results are available in [2]. In all cases,
we found that it was possible to evolve valid networks and
that there was diversity in the pool of solutions. Figure 1
illustrates one scenario of Poisson networks (see caption).

Effectiveness of our approach in controlling diversity in
the pool of valid networks was assessed by comparing 3 con-
ditions. In condition NF:off, the NF value was held to 0
throughout evolution. In NF:on, it was computed using all
7 structural metrics. Finally, in NF:Loc Clus, only the range
of local clustering was used to determine NF. As shown by
Figure 2, there is greater diversity with NF:on across all
distributions. The increase in diversity is not uniform, with
normally distributed networks showing the largest effect.

Diversity in the produced networks was also assessed in
terms of network characteristics not used in the calculation
of the NF fitness. Specifically, we determined the preva-
lence of 5 order-4 motifs (fully connected squares, squares
with one diagonal, empty squares, stars and open quadru-
ples) using the motif-counting algorithm in [3]. As shown
by Figure 3, substantial diversity in motif composition was
observed despite the preserved global clustering.

4. CONCLUSIONS

Being able to generate diverse networks exhibiting given
network theoretic characteristics would be very useful. In-
deed, an essential tool for inference is the availability of
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Figure 2: Diversity in k-regular (K=5, C=0.6), Pois-
son (C=0.2) and normal (C=0.6) 12-node networks
when three novelty scenarios are considered: no
novelty (blue), default novelty (red), novelty calcu-
lated as the range of local clustering (green).
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Figure 3: Prevalence of order-4 motifs in a sam-
ple of valid networks found for 12-node normally-
distributed networks with C=0.6. Motifs are: fully
connected square (c4), square with one diagonal
(d4), square (ed), star (s4), open chain (u4).
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proper null models. However, the current state of the art
is quite limited, with available mathematical methods only
capable of dealing with a few coarse indicators (typically
degree distribution and global clustering). Even then, there
is currently no mechanism by which to explore the diver-
sity of the space of solutions for a given set of constraints.
With this paper, we set on exploring the possibility that GAs
provide a viable alternative. We described a novelty-biased
methodology which we tested in a range of scenarios (differ-
ent degree distributions and global clustering coefficients).
Our results suggest that GAs are indeed a potentially viable
approach to sampling the space of solutions of networks sat-
isfying network theoretic characteristics. As far as we know,
our paper is the first proof of concept in this area.
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