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ABSTRACT

Restricted Boltzmann Machines (RBMs) are amongst the
most widely pursued techniques in deep learning-based en-
vironments. However, the problem of selecting a suitable set
of parameters still remains an open question, since it is not
straightforward to choose them without prior knowledge. In
this paper, we introduce the Harmony Search (HS) optimiza-
tion algorithm to find out a suitable set of parameters that
minimize the reconstruction error of Bernoulli RBMs, which
address binary-valued visible and hidden units. The results
have shown the suitability of using HS for such task when
compared to other optimization techniques.
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1. INTRODUCTION
Deep learning-based techniques have been paramount in

the last years, mainly because of their very high recogni-
tion rates in several applications. Restricted Boltzmann
Machines (RBMs) are among the most widely used tech-
niques, since they obtained interesting results in different
research areas [3]. However, one of the main problems re-
lated to RBMs is their parameter selection, which has been
hand-tuned in several works out there.

In this work, we focused on employing meta-heuristic op-
timization techniques for RBM model selection, i.e., param-
eter fine-tuning. We highlight here techniques based on the
Harmony Search (HS) paradigm [2], since they are usually
much faster than swarm-oriented techniques (e.g., Particle
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Swarm Optimization - PSO [4]), which often require all pos-
sible solutions to be updated at each iteration. Next sections
describe in more details the proposed approach, as well as
the experimental section.

2. METHODOLOGY
We propose to model the problem of selecting suitable

parameters for RBM by means of vanilla Harmony Search
and some of its variants. The RBM learning step has four
parameters: the learning rate η, weight decay λ, penalty
parameter α, and the number of hidden units n. Therefore,
we have a four-dimensional search space with three real-
valued variables, as well as the integer-valued number of
hidden units. In regard to the experiments, we employed
two datasets: MNIST1 and CalTech 101 Silhouettes Data
Set23.

We compared the proposed HS-based RBM model selec-
tion against with the well-known PSO, a random initializa-
tion of parameters (RS), as well as against with Hyperopt
library using random search (Hyper-RS) and Tree of Parzen
Estimators (Hyper-TPE) [1], and a Bayesian optimization li-
brary called Spearmint [7]. Additionally, we have employed
two HS variants: (i) Improved Harmony Search (IHS) [5]
and (ii) Global-best Harmony Search (GHS) [6].

In order to provide a statistical analysis by means
of Wilcoxon signed-rank test [8], we conducted a cross-
validation with 10 runnings. In regard to the parameter
configuration for each optimization technique, we have used
c1 = 1.4, c2 = 0.6 and w = 0.7 for PSO, HMCR =
0.8, PAR = 0.7 and ̺ = 0.1 for HS, PARMIN = 0.1,
PARMAX = 1.0, ̺MIN = 0.1 and ̺MAX = 0.5 for IHS. GHS
has used the same HMCR, PARMIN and PARMAX values
as employed in HS. Additionally, we employed 5 agents over
50 iterations for convergence considering all techniques.

Finally, we set each RBM parameter according to the fol-
lowing ranges: n ∈ [5, 100], η ∈ [0.0, 1.0], λ ∈ [0.0, 1.0] and
α ∈ [0.0, 0.001]. We have employed T = 100 as the number
of epochs for BRBM learning weights procedure.

3. EXPERIMENTAL RESULTS
1http://yann.lecun.com/exdb/mnist
2https://people.cs.umass.edu/˜marlin/data.shtml
3Notice we employed a reduced version of the training set
concerning MNIST dataset.
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This section aims at presenting the experimental results
concerning RBM model selection for binary image recon-
struction. We compare nine methods for BRBM model se-
lection, including random search, PSO, HS and some vari-
ants, Hyperopt and Spearmint. The next sections describe
in details the experimental results for each dataset.

3.1 MNIST dataset
As aforementioned, we modeled the problem of selecting

suitable parameters for BRBMs as an optimization task, be-
ing the objective function to minimize the MSE over the
training set. Table 1 presents the mean MSE and its stan-
dard deviation over the training and test sets concerning the
image reconstruction task over MNIST dataset Additionally,
we also show the number of calls to the RBM learning pro-
cedure to give us an idea about the computational burden
of each technique.

Table 1: Experimental results concerning MNIST

dataset.
Technique MSE MSE #calls

(training set) (test set)

RS 0.079±0.048 0.079±0.048 1
HS 0.040±0.006 0.042±0.005 55
IHS 0.037±0.006 0.039±0.005 55

GHS 0.040±0.009 0.042±0.008 55
PSO 0.035±0.007 0.037±0.005 250

Hyper-RS 0.063±0.002 0.064±0.002 250
Hyper-TPE 0.050±0.002 0.050±0.002 250
Spearmint 0.047±0.001 0.048±0.001 250

Considering the experimental results, we may drive some
conclusions here: HS-based techniques seem to be very suit-
able for RBM model selection, since they achieved one of
the best results among all nine compared techniques, but
with a lower computational burden, since they have been
about 4.54 times faster than PSO, Hyperopt and Spearmint
techniques considering the number of calls to the evaluation
function, i.e., the RBM learning algorithm. Other conclu-
sion concerns about IHS: it seems to be more important
to update both HMCR and PAR parameters dynamically
than to consider the best harmony’s values when creating
the new harmony memory, as employed by GHS. This can
be evidenced when we compare IHS and GHS results, since
the latter has obtained the worst results among all HS-based
techniques, and it does not employ HMCR and PAR param-
eters. Therefore, it seems both HMCR and PAR play an
important whole when dealing with RBM model selection.

3.2 Caltech 101 Silhouettes Dataset
Table 2 presents the MSE of the reconstruction procedure

over the training and test sets, as well as the number of
calls to the RBM learning algorithm. Based on the Wilcoxon
signed-rank test, we can observe two important information:
(i) firstly, all metaheuristic techniques have been statistically
more accurate than random search, and (ii) PSO, HS and
IHS have been considered similar to each other with respect
to the MSE over the test set, although PSO has been about
4.54 times more expensive in terms of computational burden
than HS-based approaches. It seems the process of employ-
ing dynamic PAR and bandwidth values by IHS appears

to be a game-changing, since it has obtained the minimum
reconstruction error among the HS-based approaches.

Table 2: Experimental results concerning Caltech

101 Silhouettes dataset.
Technique MSE MSE #calls

(training set) (test set)

RS 0.205±0.055 0.205±0.055 1
HS 0.130±0.025 0.130±0.028 55

IHS 0.122±0.016 0.122±0.017 55

GHS 0.145±0.022 0.146±0.024 55
PSO 0.113±0.032 0.111±0.032 250

Hyper-RS 0.163±0.010 0.164±0.012 250
Hyper-TPE 0.159±0.003 0.159±0.001 250
Spearmint 0.153±0.003 0.279±0.120 250

4. CONCLUSIONS
In this paper, we have shown the suitability in using HS-

based approaches for RBM model selection in the context
of image reconstruction. The experimental results over two
datasets evidenced both the efficiency and effectiveness of
HS-based approaches when compared to others in the liter-
ature.
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