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ABSTRACT
Genetic Programming based hyper-heuristics (GP-HH) for dynamic
job shop scheduling (JSS) problems are approaches which aim to
address the issue where heuristics are only effective for specific JSS
problem domains, and that designing effective heuristics for JSS
problems can be difficult. This paper is a preliminary investiga-
tion into improving the robustness of heuristics evolved by GP-HH
by evolving ensembles of dispatching rules from a single popula-
tion of GP individuals. The results show that the current approach
does not evolve significantly better or robust rules than a standard
GP-HH approach of evolving single constituent rules.
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1. INTRODUCTION
Job shop scheduling (JSS) problems are a set of mathematical

optimisation problems which have been studied extensively due to
its computational challenge and applicability to various real world
scenarios [1]. This paper focuses on a dynamic JSS problem, where
unforseen jobs with a sequence of operations arrive at a shop floor
to be processed by the machines on the shop floor. The difficulty
lies in the fact that machines can only process one job at a time,
meaning that complex decisions need to be made on which jobs to
process. The objective is to minimise the total weighted tardiness
(TWT) [1] of the processed jobs, which is the weighted positive
difference between the completion time of the jobs, i.e., the times
the final operations of jobs finish processing, and their due dates.

The most prominent approach to dynamic JSS problems are dis-
patching rules (DRs). DRs are heuristics which select the next job
to be processed by a machine currently not processing a job. Differ-
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ent DRs have been shown to handle specific dynamic JSS problems
very well [1], but are effective only for particular problem domains.
In addition, designing an effective DR for a dynamic JSS problem
domain is difficult [2], requiring human experts.

This paper focuses on Genetic Programming based hyper-heuristics
(GP-HH) [3]. Hyper-heuristics are heuristics, which generate heuris-
tics that can then be applied to the problem. In the case with dy-
namic JSS problems, tree-based GP-HH approaches are very intu-
itive because individuals in the GP population can be used as a DR,
where the individuals represent priority function trees that assign
priorities to jobs waiting at machines. However, GP-HH evolved
rules, similar to human designed DRs, suffer from the fact that DRs
are myopic [4]. In addition, a single rule may not be sufficient to
handle the complex decisions that need to be made in dynamic JSS
problem instances.

Ensemble learning [5] and multi-agent systems [6] have been
proposed in the literature to handle difficult problems. In ensemble
learning, a rule is comprised of multiple smaller constituent rules,
and a consensus is reached between the constituent rules to form
an output. In the literature, ensemble learning have been applied
to difficult classification problems [7] due to its ability to handle
complex decisions.

The goal of this paper is to investigate an approach of evolving
an ensemble of DRs using GP-HH for the dynamic JSS problem
with the objective of minimising TWT. Furthermore, the approach
will focus on developing an ensemble which is evolved in a “team”
[6], and where only a single subpopulation of individuals will be
used in the GP population instead of partitioning the population
into multiple subpopulations, i.e., into “islands” [6].

2. THE METHOD
The proposed GP-HH approach for evolving ensembles of DRs

will use a discrete-event simulation for evaluation. In a simulation,
jobs are generated randomly until a certain number of jobs have
been processed by the machines. After all generated jobs have been
processed, the TWT is calculated and used as part of the rule’s
performance over the ‘training set’. For this paper, to evolve an
ensemble three distinct steps are carried out:

1. A tree-based GP is used, where the individuals represent
arithmetic function trees that assign priorities to the jobs wait-
ing at a machine in a non-delay schedule. The terminals used
in the GP process are similar to the terminals used by Nguyen
et al. [2], which are the basic properties of the job for which
a priority value is calculated for, along with machine proper-
ties.
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Table 1: Results (abridged) of the averages and standard deviations
of TWTs over the 30 evolved DRs and EDRs over the training sets
4op and 8op

Training Set Test Set DR EDR

4op

〈25, 0.90〉 44822± 13334 44902± 13362
〈25, 0.97〉 44536± 12890 44571± 12884
〈50, 0.90〉 90437± 27257 90661± 27391
〈50, 0.97〉 89537± 26339 89674± 26431

8op

〈25, 0.90〉 44635± 13268 44644± 13249
〈25, 0.97〉 44422± 12856 44421± 12837
〈50, 0.90〉 90210± 27179 90205± 27184
〈50, 0.97〉 89349± 26312 89343± 26287

2. The individuals in the GP population are grouped with other
individuals in the population to form the ensembles. This
grouping is done randomly, and multiple groupings are made
for a single individual to find the overall ‘performance’ of the
individual when it is part of an ensemble.

3. When a machine is available, the constituent rules that make
up an ensemble ‘vote’ on the jobs that are waiting at the ma-
chine. A priority-based voting scheme is carried out, where
the job with the highest sum of normalised priority assigned
to it by the rules that have voted on the job is selected to be
processed.

4. The evaluation procedure for an individual combines the per-
formance of the ensembles that an individual was grouped
into along with a diversity measure to generate the final fit-
ness of the individual. The diversity measure is a modifica-
tion of negative correlation learning (NCL) [8], and adapted
for dynamic JSS. It compares the normalised priorities as-
signed to the jobs selected by machines from the individuals,
which make up the ensemble, to each other.

After the GP evolutionary process, the final output is the best
performing ensemble over the simulation that has been constructed
during the grouping scheme of individuals.

3. EXPERIMENT DESIGN AND RESULTS
The GP parameters used to evolve the ensembles is as follows.

The population and the number of generations is set at 256 and 25
respectively. The crossover, mutation and reproduction rates are set
at 80%, 10%, and 10% respectively. Tournament selection of size
7 is used. Finally, the number of GP evolved rules is set to 30. The
simulator used is the one proposed by Hunt et al. [9], where there
are two training sets which generate jobs with 4 and 8 operations
respectively. The training set with 4 operations per job is denoted
as 4op, and the training set with 8 operations per job is denoted as
8op. The evolved ensemble of DRs (EDRs) are compared against
standard single rule DRs evolved using the same terminals and GP
parameters on 20 test simulations divided into 4 subsets based on
the mean processing time (µ) and utilisation rate (ρ) [9], which will
be denoted in Table 1 as 〈µ, ρ〉

The abridged results in Table 1 show that the current approach to
evolving ensembles generate ensembles of similar performance to
the single rules. A possible reason why the evolved DRs and EDRs

have similar performance is that the individuals in the ensembles
may not be sufficiently covering for each other’s errors, resulting
in the ensembles performing no better than single priority rules.
Therefore, further work will be required to improve the quality of
the ensembles generated.
4. CONCLUSIONS AND FUTURE WORKS

This initial work in progress has found that the proposed ap-
proach to evolving EDRs using GP for dynamic JSS problems gen-
erates EDRs with similar performance to single rules. Therefore,
further investigation is required to develop an effective ensemble
that is evolved from a single GP population of individuals. We as-
sume that minor modifications to the grouping scheme, such as the
grouping scheme proposed by Wu and Banzhaf [10], can poten-
tially improve the quality of the evolved ensembles. In addition,
the performance of the ensemble over the training set and the di-
versity measure can be separated into two different objectives in
multi-objective fitness evaluation to potentially improve the fitness
evaluation of individuals.
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