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ABSTRACT
Pyramidal Neural Networks (PNN ) are computational sys-
tems inspired in the concept of receptive fields from the hu-
man visual system. In the original approach, the size of the
receptive field within the same 2D layer is constant. How-
ever, their size is variable in the human visual system. This
paper proposes a PNN with variable receptive fields, which
might be determined by a Genetic Algorithm, called Vari-
able Pyramidal Neural Network with Genetic Algorithms
(VPNN-GA). We observed from preliminary experiments
aiming at detecting faces in images that our approach can
achieve better classification rates than the original.
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1. INTRODUCTION
Pyramidal Neural Network (PyraNet) [5] and its general-

ization, Lateral Inhibition Pyramidal Neural Network (LIP-
Net) [2], are Artificial Neural Networks (ANN) deployed to
computer vision applications. They include implicit feature
extraction avoiding the need for prior knowledge to prede-
fine shapes or geometric relationships regarding the patterns
to be recognized. This is an interesting characteristic for a
pattern recognition system since the feature extraction pro-
cedure generally depends on the problem and, consequently,
requires a huge effort from the specialist for each application.
Both networks are based on the concept of receptive fields
of the human visual system. In the human eye, photore-
ceptor cells are situated at the posterior area, called retina,
and produce electrical impulses when stimulated by light.
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Each sensory neuron is responsible for capturing the im-
pulses from a specific receptive region of the retina, so that
the neuron activates when a proper stimulus is identified.

One of the limitations presented in the PNN models de-
scribed in the literature regards on the use of regular spaced
equal sized receptive fields. This is not the case for the hu-
man eye, where the sizes of the receptive regions can vary
depending on the quantity of information to be processed
[3]. Since we believe variable receptive fields can help to
represent features of the patterns to be recognized and con-
sidering the biological inspiration for PNN s, this paper pro-
poses a Variable Pyramidal Neural Network (VPNN ), which
is a PNN with variable receptive fields. In the proposal in-
troduced in this paper, the size of each receptive field is
determined by a Genetic Algorithm.

2. VPNN DESIGNED BY GA
VPNN is a supervised multilayer neural network com-

posed by two types of layers: two-dimensional (2D), which
are responsible for feature extraction and data reduction,
and are formed by a bidimensional matrix of neurons; one-
dimensional (1D), which are composed by feedforward layers
deployed for classification. The main goals of VPNN are to
reduce the error in the classification, which is evaluated as
the difference between the desired and the obtained output.

In this architecture, an image is received as an input of the
first 2D layer, which is located in the base of the pyramid.
The sequential layers are organized in a cascade building
a pyramid-like structure: each neuron that belongs to the
upper-layer is connected to a specific rectangular region of
neurons in the former layer (i.e., the receptive field). The
output of lower-layer neurons are used as input of upper-
layer ones. Between the last 2D layer and the first 1D layer,
the neurons are reorganized from a matricial arrangement
to a linear one. The other 1D layers are connected exactly
as a Multi-Layer Perceptron neural network. The outputs
of the last 1D layer represent the outputs of the VPNN.

For 2D layers, let Rl
u,v be the rectangular receptive field

of neuron in position (u, v) from layer l. Each receptive field
is defined by a center (cxl

u,v, cy
l
u,v) located at layer l−1 and

two sizes rxl
u,v and rylu,v (one for each coordinate). Math-

ematically, the receptive field is defined by the expression
Rl

u,v =
{

(i, j)|cxl
u,v − rxl

u,v ≤ i ≤ cxl
u,v + rxl

u,v;

cyl
u,v − ryl

u,v ≤ j ≤ cyl
u,v + rylu,v

}
.

In 2014, Soares, Fernandes and Bastos-Filho [7] proposed
a procedure to optimize the LIPNet parameters using Par-
ticle Swarm Optimization. For the studied case with 26
receptive fields for a regular LIPNet [7], one must define the
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width rx and the height ry for each one of the receptive
fields, resulting in 52 parameters to be determined. This
optimization can be considered inappropriate to be defined
empirically. Besides, the input image size applied in [7] have
low resolution compared to others benchmarks and an in-
crease would imply in even more parameters to be deter-
mined. These reasons stimulated the application of an opti-
mization heuristic to determine the size of receptive fields.

Since the size of receptive fields are discrete variables,
we decided to apply an evolutionary computation approach
which presents good results for this type of variable. This
class of algorithms is widely used for optimization in com-
plex problems and the evolution through the generations
happens because of GA operators: crossover, mutation and
selection. Problem solutions are represented by genes.

In VPNN-GA, the individual is composed by heights and
widths of rectangular receptive fields. The fitness evaluation
happens in three steps: initialization, training and testing.
The first step consists of randomly generating the initial
weights of the network. The randomness of this process
might produce an instability in the optimization that must
be avoided. In order to overcome this problem, one needs
to evaluate the fitness more than once. Therefore, each
gene is evaluated qfit times and the average Area Under
the Curve (AUC )[1] is regarded as the individual’s fitness.
If qfit is too small, the optimization process can be unsta-
ble; otherwise, experiments require high computational cost,
since more initialization, training and testing procedures are
needed. In the training step, the algorithm applied to up-
date the weights is the same specified by PyraNet and LIP-
Net sources, which is the Resilient Propagation [6]. Finally,
the last step is to test images not used in training, in order
to check the generalization capability of the network. By the
end of this procedure, the AUC is returned. AUC is widely
used for assessing pattern recognition algorithms and it is
related to the true positive and false positives rates.

3. EXPERIMENTS AND RESULTS
For the experiments, we extracted images from Center

for Biological and Computational Learning benchmark [4],
which is already divided in two sets: training and testing.

Regarding the GA operators, we considered the conver-
gence as the criterion to choose the algorithms. The reason
is GA itself is known for its slow convergence and, on the
other hand, the fitness’ computational cost is already high.
Then, the intention is to balance quality of the optimization
process and the computational cost.

The network output layer contains two neurons: the first
output neuron gives the probability of the assessed image
to be a face; and the second one, to be a non-face. The
network settings defined according to [7] produces 52 genes
for each individual. Due to the variability of the size of
receptive fields, not all genes are effectively considered by the
network since some neurons may be ignored in the process.
Consequently, some image regions might not be assessed and
the model tends to focus on the most important regions.

In fact, results showed receptive fields identified by the
model emphasize important regions of face elements, such
as the contrast between nose, cheeks and eyes. However,
some receptive fields highlighted local regions, which are not
important to the recognition process. This means the opti-
mization process can be susceptible to be trapped in local
minima in some cases. This can be related to the GA op-

erators, since the intention of speeding up the optimization
might cause a premature convergence of the algorithm.

We compared our approach in terms of classification rates
with PyraNet and LIPNet. The settings defined for PyraNet
and LIPNet are extracted from Fernandes et al. [2] and
Soares et al. [7], respectively. Results showed VPNN-GA
achieved a median classification rate of 89%, which is the
best one (86% for PyraNet and 83.5% for LIPNet). We
performed the signed-rank Wilcoxon statistical test, which
confirmed our hypothesis for p = 5%.

4. CONCLUSIONS
This paper proposed a VPNN with variable receptive fields.

This approach is more consistent with the real human visual
system than previous networks, such as PyraNet and LIP-
Net. In order to optimize the VPNN receptive fields, we
used a GA resulting in a hybrid model, called VPNN-GA.
We assessed our proposal in a face recognition problem and
we reached better classification rates than the previous pyra-
midal networks. Moreover, regions with more information
were emphasized by the receptive fields defined by VPNN-
GA. For future works, other algorithms to define the recep-
tive fields might be developed. Besides, we plan to apply
our proposal to different benchmarks and problems.
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