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ABSTRACT
The solution of large NP-hard optimization problems is tra-
ditionally approached with heuristic methods, which can
provide satisfactory solutions with low execution times, but
without guaranteeing the eventual evaluation of all the pos-
sible solutions. Some exact methods, like backtracking, anal-
yse all the solutions, so obtaining the optimum solution, but
at the expense of unaffordable execution times. This paper
compares the application to the Maximum Diversity Prob-
lem of metaheuristic methods and a modification of Back-
tracking, which begins by analysing a part of the solutions
tree and in successive steps increases the search so that the
whole solutions space is, eventually, explored.
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1. INTRODUCTION
NP-hard problems can be solved with exact methods only
for very small instances, and so they are traditionally ap-
proached through heuristic and metaheuristic methods [1,
2], which are tuned for the problem in hand so that satis-
factory solutions can be obtained in not very large execu-
tion times. On the other hand, some exact methods, like
backtracking or branch and bound, analyse all the possible
solutions, so obtaining the optimum one, but at the expense
of an infeasible execution time. A modified backtracking is
applied to the Maximum Diversity Problem (MDP) [3]. We
call the scheme Variable Width Backtracking (VWB), and it
uses a time-dependent distribution of the search of the dif-
ferent branches in the tree. The results obtained with VWB
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are compared with those with Genetic Algorithms (GA) and
Scatter Search (SS).

2. VWB FOR MDP
The MDP consists of selecting a subset of m elements from
a set of n elements so that the sum of the distances between
the chosen elements is maximized:

Maximize

n−1∑

i=1

n∑

j=i+1

dijxixj (1)

subject to

n∑

i=1

xi = m,

xi = {0, 1}, 1 ≤ i ≤ n (2)

The key idea of VWB is to obtain for each node in the
tree lower and upper bounds (LB and UB) of the value of
the optimum solutions reachable, and to divide the work
in successive steps, s, with the work in each step consist-
ing of a backtracking with the lower and upper bounds of
each node in this step (LBi and UBi for step i) obtained
in the interval of the complete bounds, with the interval in
a step including the interval of the previous step, and with
the interval of the last step equal to the complete interval:
[LBi, UBi] ⊂ [LBi+1, UBi+1] and [LBs, UBs] = [LB,UB].
So, the tree is explored in successive steps, with possible
improvement of the best solution in each step, and the op-
timum solution of the last step is that of the problem. Fur-
thermore, the search in each step is scattered throughout
the tree, in an attempt to avoid the temporal concentration
of the search in certain areas of the tree, which could delay
finding satisfactory solutions. Unfortunately, the search in
step i+ 1 must include the nodes generated in the previous
steps, and so the huge execution time of backtracking meth-
ods is incremented, and the only possible advantage of VWB
is the early generation of satisfactory results. The scheme is
shown in Algorithm 1.

3. COMPARISON OF VWB AND

METAHEURISTICS FOR THE MDP
The behaviour of VWB is compared with that of GA and
SS. For small problems, for which the optimum solution can
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Algorithm 1 Scheme of VWB

Ensure: The optimum solution and its value in POS and POV

1: POS = Initial solution

2: POV = Initial value

3: for i = 1, . . . , s do
4: PartialBacktracking(i)
5: end for

Table 1: Execution time (in seconds) to achieve the opti-

mum solution, for two small instances of MDP, with meta-

heuristics (GA and SS) and several backtracking implemen-

tations.

method: GA SS Back1 Back2
n = 30, m = 12 0.018 0.095 13.97 44.14
n = 30, m = 18 0.056 0.222 6.62 16.95

method: VWB10 VWB20 VWB40 VWB80
n = 30, m = 12 1.71 2.22 3.68 4.55
n = 30, m = 18 5.23 2.86 5.00 9.35

be obtained with backtracking in a low execution time, Ta-
ble 1 shows the execution time of various methods to achieve
the optimum solution. n = 30, the number of elements to
be selected is m = 12 and m = 18, and the total number
of combinations is 8, 649, 225 in both cases, which means
an affordable number of nodes for backtracking. The meta-
heuristic methods obtain the optimum solution with few it-
erations (2 or 3 GA and 1 or 2 SS) and with low execution
times. Two backtracking implementations are considered;
Back1 does not associate upper bounds to the nodes, so all
the possible solutions are explored; Back2 associates bounds
to the nodes. The times of the backtracking implementa-
tions are higher than those of the metaheuristics, but we
are sure the optimum solution is found. The columns VWBs
correspond to implementations of VWB with Back2 as the
basic backtracking and with 10, 20, 40 and 80 steps. VWB
gives lower execution times than the normal backtracking,
with the best results for a moderate value for s (10 or 20).
VWB does not improve the times of metaheuristics, but it
can be useful for the early finding of satisfactory solutions.
Figure 1 compares the fitness obtained at different times
with GA, Back1, Back2 and VWB with s = 10. The prob-
lem size is n = 150, m = 45, with a total of 4.4167 · 1038

possible configurations, which is an unaffordable number of
nodes for backtracking. GA outperforms VWB10 after 25
seconds of execution, which confirms our idea of the use of
VWB for early finding of good solutions.
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Figure 1: Fitness obtained at different times with VWB10,

GA, Back1 and Back2.
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Figure 2: Fitness obtained at different times with VWB10

and VWB20 and with the OpenMP implementation of VWB

for 6, 8 and 12 threads.

A multicore version of VWB is aimed at finding early solu-
tions with high fitness. It uses OpenMP to start several
threads, with each thread executing VWB with different
values of s. Figure 2 compares the fitness obtained with
VWB10 and VWB20 with those of the multiple executions
of VWB with the OpenMP implementation, for 6, 8 and
12 threads. The OpenMP implementations gives better re-
sults than the sequential VWB, with the best values ob-
tained with 8 threads. The shared-memory implementation
of VWB gives satisfactory results without having to deter-
mine a satisfactory value for s in VWBs.

4. CONCLUSIONS
A Variable Width Backtracking has been compared with
metaheuristics for the solution of the Maximum Diversity
Problem. Metaheuristics are preferable to exact methods
for NP-hard problems, but VWB can be used to obtain sat-
isfactory results earlier than metaheuristics. To do so, it is
necessary to select the number of VWB steps. Using the par-
allel capacity of todays computational nodes, an OpenMP
version of VWB with multiple executions of VWB with dif-
ferent numbers of steps can be used to run VWB without
selecting the best value for the number of steps of VWB.

Preliminary but promising results are reported, but more ex-
haustive experimentation is necessary, with MDP and
other optimization problems. Furthermore, VWB could be
integrated with metaheuristic methods to generate initial
satisfactory solutions in the initialization phase of meta-
heuristics.

5. ACKNOWLEDGMENTS
Supported by Spanish MINECO and European Commission
FEDER funds, TIN2012-38341-C04-03.

6. REFERENCES
[1] C. Blum, J. Puchinger, G. R. Raidl, and A. Roli.

Hybrid metaheuristics in combinatorial optimization: A
survey. Appl. Soft Comput., 11(6):4135–4151, 2011.

[2] F. Glover and G. A. Kochenberger. Handbook of

Metaheuristics. Kluwer, 2003.

[3] R. Mart́ı, A. D. M. Gallego, and E. G. Pardo.
Heuristics and metaheuristics for the maximum
diversity problem. J. Heuristics, 19(4):591 – 615, 2013.

754




