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ABSTRACT
In this paper we address the problem of selecting a mini-
mal number of optimally positioned monitors for capturing
network traffic in dynamic computer network environments.
Requirements of computer network monitoring change fre-
quently, e.g., due to indicators of an ongoing attack, which
requires a continuous optimization and adaptation of the
monitoring state. The monitor selection problem can be
mapped to the vertex cover problem which NP-complete.
Therefore, we propose a genetic algorithm (GA) as opti-
mization heuristic for obtaining an appropriate solution in
adequate time.

In case of incidents in the monitored computer network,
it is necessary to adapt the monitoring strategy swiftly, reli-
ably and frequently. This is why we constrain the heuristic
using a hard deadline for the optimization process indicated
by the number of processed generations of the GA. Neces-
sary parameters for the GA were studied in order to optimize
them with respect to the given time constraint.

The GA was applied to different computer network graph
models generated using the Barabasi-Albert model with 30
and 100 vertices and the “National Research and Education
Network” (NREN) Europe. We show that the proposed GA
provides reliable and valuable results in an adequate time.

Categories and Subject Descriptors
C.2.3 [Network Operations]: Network Monitoring; I.2.8
[Artificial Intelligence]: Problem Solving, Control Meth-
ods, and Search—Heuristic Methods
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1. INTRODUCTION
Over the past decades, computer networks became an in-

dispensable part of todays business-, research- and personal
sector. Both, quality and quantity of computer networks in-
creased due to the higher amount and different types of de-
vices in communication networks, e.g., mobile phones, tablet
computers, or smart home devices[18]. At the same time,
those devices require a higher bandwidth to fulfill their re-
quirements, e.g., Voice over IP (VoIP) calls, video, or music
streaming.

The development of modern computer networks also in-
creases security concerns related to those communication
networks. Data theft, fraud, and (denial of service) attacks
become more frequent as they also imply higher significance
on business- or safety-critical systems[17]. It is necessary to
address these security related problems with high attention.

The first step of the successful implementation of coun-
termeasures against attacks is the gathering of information
about the current underlying computer network. This is
usually done using passive network monitoring techniques,
i.e., sniffing of network traffic. To accomplish this task ef-
ficiently, it is necessary to identify optimal positions in a
computer network to install monitors, which can either be
specific hardware devices or software on existing networking
infrastructure, e.g., switches or routers. For optimizing effi-
ciency, it is also important to identify the optimal number
of monitors. A large quantity of monitors leads to high costs
for implementation and maintenance. It has also a higher
negative impact on the computer networks performance due
to the monitoring process and exchange of information be-
tween the monitors or a central analysis server. However,
too few monitor positions will lead to loss of information of
the target network and therefore to a higher security risk.
An adequate amount of and positions for monitors in the
network must be found such that they cover all traffic that
passes on adjacent links.
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In our work, the best position for a monitor in a network is
determined based on a snapshot of the current situation. A
shift of the traffic in the network, e.g., based on an ongoing
attack, might change the situation for the monitors drasti-
cally. It is necessary to be able to react rapidly on changing
requirements of the current situation of a network in order
to preserve a high security level. The upcoming technol-
ogy of software-defined networking (SDN) is one of the key
technologies to enable this rapid change of the configuration
of a computer network, e.g., its monitors. This technology
leverages the advantages of a continuous optimization of the
monitoring configuration of dynamic computer networks.

In this paper we use genetic algorithms (GAs) for the op-
timization process. Humans often tend to design a systems,
devices, machines, or structures by the means of aesthetics,
symmetry and order. As Keane and Brown show, better so-
lutions for a given problem might not always be symmetric
or aesthetic: they optimize a satellite beam regarding its
stability in space using evolutionary computing methods by
a factor of 200[20]. There are several advantages of using
GAs for this type of optimization problem[15, 5]. GAs are
known to perform well on computational hard problems with
constraints and a high number of input parameters. Further-
more, compared to other greedy local search techniques, e.g.,
hill-climbing, they are flexible regarding the search space, es-
pecially in case the search space is multimodal, i.e., it has
many local optima which may trap other search methods.
Finally, in our specific case, genetic algorithms continuously
provide results after each generation, i.e., the GA might be
disrupted during the optimization process still providing the
currently best result. This might helpful in cases where an
urgent change of the monitoring state of the current situa-
tion is required.

This paper addresses those issues and shows, how to solve
them using genetic algorithms.

2. RELATED WORK
The problem of finding an optimal amount of monitors

and their optimal positions can be mapped to the NP-complete
minimum vertex cover optimization problem[26]. Thus, as-
suming P 6= NP , there is no algorithm to compute an opti-
mal solution to a given instance of the problem in acceptable
time. For this reason, we apply genetic algorithms as prob-
abilistic optimization heuristic.

There are many systems which provide an architecture for
monitoring different types of information in a network, e.g.,
available bandwidth[1], traffic information on flow level[23],
or multi-tenant cloud infrastructures[22]. However, all of
them are facing the problem of finding an optimal cover-
age for their network in order to minimize the necessary re-
sources for the monitoring process. Chaudet et al.[6] propose
an integer-programming method to place a fixed number of
monitors on optimal positions in the network. Chen et al.[7]
study the placement of intrusion detection system sensors in
a network for surveillance purposes. Both approaches solve
design problems, where the genetic algorithm is used once
before the implementation of the final solution in the target
network. Our solution is designed in order to continuously
optimize the existing dynamic computer network having a
time constraint. For our problem, the NP-complete inte-
ger programming paradigm does not meet the requirements
of having a flexible and fast solution for the optimization
problem.

Applying evolutionary computing to graph-based prob-
lems from many different disciplines is common[13]. Syarif
et al.[24] propose a method to optimize a multi-stage supply
chain network (SCN) regarding their cost using a spanning-
tree based genetic algorithm. Altiparmak et al.[3] developed
another genetic algorithm for the optimization of the same
SCN but based on multiple objectives: transportation cost,
delivery time, and optimization of the capacity utilization
balance of storage centers. Other graph-based problems are
researched by Gen et al.[12, 13, 14], developing genetic algo-
rithms for several graph-based problems, e.g., the minimum
spanning-tree problem, design of local area networks, fixed-
charge transportation problem, or the centralized network
design problem.

Regarding the specific problem of selecting an optimal
number of monitors in a given network graph, Zhu et al.[25]
provide an overview of existing monitor selection methods in
computer networks. They are based on information which
finally helps to determine the quality of the given network
with respect to quality of service (QoS) attributes, e.g.,
bandwidth and packet drop rate.

Our approach can also be used for distributed monitor-
ing of network traffic, as shown by Gad et al.[11]. In this
work, a method for distributing network traffic capturing is
introduced based on simple classifications of packets based
on packet header field information. They also propose an
approach to dynamically monitor network traffic on certain
points in a network in a self-adaptive and cooperative man-
ner[10]. Both applications can benefit from a continuous se-
lection of optimal monitoring positions. However, all those
proposed methods do not fulfill the requirement of being
flexible enough to react on recent changes in the network.
Therefore, our solution can be used to bridge that gap.

3. PROBLEM
As model for reflecting the computer network, we as-

sume an undirected simple graph with a fixed topology G =
(V,E,w) with V being the set of vertices, E ⊆ V 2 being
the set of edges which are symmetric tuples of vertices, and
w : E → N+ being a non-negative weighting function for the
edges representing the priority of the edge to be monitored.
For the remainder of this paper, we follow the graph nota-
tion and definitions of[8]. We study the problem of finding
the optimal number and positions of monitors in a computer
network, such that the number of monitors is minimal and
the positions are chosen in order to cover each edge. Having
a graph g ∈ G whose edge weightings are all 1, this problem
can mapped to the vertex cover problem, which is defined
as follows: Let G = (V,E) be an undirected simple graph,
a vertex cover is a subset of vertices V ′ ⊆ V such that for
each edge (vi, vj) ∈ E, either vi ∈ V ′ or vj ∈ V ′, or both.
The minimum vertex cover is a vertex cover where k = |V ′|
is minimal for all possible vertex covers of G[19].

4. GENETIC ALGORITHM
We propose a general generational genetic algorithm as

search strategy. For the experiments, we pick a population
size of 200 for all GA runs, as this provides an adequate
amount of genetic diversity for the given problem. The ini-
tial population is randomly generated. As the number of
generations is our key indicator for the runtime of the GA,
we will vary it over four steps: 50, 100, 500, and 1, 000. In

868



Figure 1: Genotype of an individual in the genetic
algorithm indicating the selected monitors
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Figure 2: Phenotype of an individual in the genetic
algorithm indicating the selected monitors

the following, the individual components of the GA will be
discussed in more detail.

4.1 Representation
While there exist different approaches for representations

of graph based problems in GAs[12], we follow a vertex-
based approach for the proposed GA. Let G = (V,E,w) be
a graph. We use a binary vertex-based genotype encoding
string, ~x ∈ {0, 1}|V |, such that each gene, (x1, ..., xn) ∈ ~x, is
representing one vertex in the graph:

xi =

{
1, if vi selected as monitor

0, otherwise
(1)

This results in a binary string representing one individual
from the result space. An example for the genotype of such
an individual is shown in Figure 1. See Figure 2 for the phe-
notypical graph representation of this individual. The mon-
itored vertices are represented by triangles, whereas vertices
not acting as monitors have a circle representation.

4.2 Evaluation
The fitness for the individuals is evaluated using the net-

work graph model as defined before in conjunction with the
genotype of the individual indicating the positions of the
monitors. As this problem is defined as minimization prob-
lem, a lower fitness indicates a better result. Calculation of
the fitness is done as follows: Let G = (V,E,w) be a graph
and (x1, . . . , xn) ∈ ~x a solution instance of the problem.
First we calculate the number of selected monitors

monitors(~x) =

|V |∑
i=1

xi (2)

where ~x is an individuals genotype and xi gene at position
i, respectively. In case of an individual with an infeasible

solution, i.e., a solution that does not cover all edges, we
introduce a penalty which penalizes the solution with the
double of its weighting, such that

penalty(~x) =
∑

(vi,vj)∈E

c · w(vi, vj) (3)

where {(vi, vj) ∈ E | xi + xj = 0} (4)

and c is a constant penalty factor. We use a penalty factor
c = 2 for our experiments. In this case, having an uncovered
edge is worse than having too many monitors. With c <
2, the fitness distance of solutions having uncovered edges
compared to solutions with a higher number of monitors but
less uncovered edges decreases. Having c > 2, this distance
increases but the GA becomes greedier. In our case, both
are undesirable behaviors. Additionally, with this factor we
ensure that the minimal vertex cover is always the solution
with the best fitness value.

Finally, the total fitness for each individual is calculated
as follows:

fitness(~x) = monitors(~x) + penalty(~x) (5)

which is in the range of1,

|V |+ ∑
(vi,vj)∈E

c · w (vi, vj)

 (6)

assuming a graph with V 6= ∅.

4.3 Genetic Operators
In the following, the used genetic operators and their pa-

rameters for the GA will be described. For the given prob-
lem, we follow the steps of the simple genetic algorithm as
described by Baeck et al.[4]: First, the population is eval-
uated using the defined objective (fitness) function. For a
given number of generations, the existing population cre-
ates their offspring using selection, crossover and mutation
operations. The new population is evaluated and selected
according to the selection algorithm. This process repeats
until a certain termination condition is met. In case of the
proposed GA, the termination condition is the number of
processed generations.

4.3.1 Recombination
The recombination operation is used in order to explore

a new area of the search space with the help of two parent
individuals. We researched different recombination opera-
tors, including simple 1-point crossover, 2-point crossover,
and partially mapped crossover (PMX)[4, 16]. The 1-point
crossover operation randomly picks 1 position in the geno-
type string and swaps all genes beyond. The 2-point crossover
operation works similar except that two points are chosen
which mark start and end position of the gene swapping
interval. PMX is usually used for permutation based prob-
lem representations. It works by randomly choosing two
crossover points and exchange position of genes in both par-
ents without changing the set of elements in the individual.
This crossover operation only changes the order of elements
in the genotype string according to their parents. We con-
sidered this operation for this genetic algorithm as we ex-
perienced beneficial results in a later stage of the GA run
when primarily placement of monitors is important over the
reduction of monitoring points. See Figure 3 for an evalu-
ation of the crossover operations for an average of 100 GA
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Figure 3: Evaluation of the crossover operations

runs of the given problem. As shown in the figure, there is
just a negligible difference between the researched crossover
methods for the underlying problem. However, the PMX
operation has slight advantages as it converges earlier to a
good result. Thus, we use PMX as the preferred crossover
operation.

We studied the different parameter options for the crossover
probability, as can be seen in Figure 4. In this figure, we
show the mutation rate, pind in relation to the crossover rate
pcx and the fitness average of the GA run. A population size
of 200, the PMX crossover operation, shuffle mutation and
tournament selection with tournament size 20 and 400 gen-
erations is used. The step size of the crossover and mutation
rate is 0.05 per operation. A low fitness average value of a
certain pind/pcx combination determines a high suitability
for the GA.

As can be seen in the figure, a value of pcx = 1.0 is bene-
ficial for our GA which means that each tuple of parents of
the population will produce exactly two children.

4.3.2 Mutation
For the exploration of the local search space of the cur-

rent solution, a shuffle operation is used as the mutation
operator. This operation is used in order to avoid prema-
ture convergence but also introduce slight changes to the
genotype of the individual. We studied different mutation
operations for this problem, especially the common bit flip
and shuffle mutation operation. The bit flip operation in-
troduces a change in the genotype by flipping an allel with a
certain probability, whereas the shuffle mutation picks two
different alleles and changes their position. As can be seen
in Figure 5, the shuffle operation performed better than the
bit flip operation for an average of 100 runs of the proposed
GA. For this reason we use the shuffle mutation as muta-
tion operation. We distinguish between two different types
of mutation probabilities: the mutation probability for the
individual components (alleles) (pind) and the general mu-
tation probability (pmut). Probability value pmut is used in
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Figure 4: Evaluation of the crossover probability pa-
rameter pcx
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Figure 5: Evaluation of the mutation operations
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Figure 6: Evaluation of the pind and pmut parameters

order to distinguish whether an individual is considered for
mutation at all, whereas pind defines the probability for al-
tering single alleles in case an individual is considered for
the mutation.

We studied the different probabilities for the underlying
problem, as can be seen in Figure 6. In this figure we com-
pared the fitness values of 400 generations of the individual
and the allel mutation probability with a step size of 0.05
for each value from 0.0 to 1.0. The following values yield
the best results in the evaluation of possible parameters:
pmut = 0.8 and pind = 0.05.

4.3.3 Selection
Selection was implemented using a tournament selection[4].

Within this selection type, a random choice of individuals
from the population is used to participate in a tournament.
The best individual of the tournament gets selected. This
procedure is repeated until the number of necessary selec-
tions is reached. For the tournament selection, the param-
eter for the tournament size is chosen as one-tenth of the
population size. We avoid using elitist approaches due to
the huge multimodal search space.

5. EXPERIMENTS
For our experiments, we use three different network graph

models. The first two graphs are generated following the
Barabási-Albert model[2] generating scale-free networks hav-
ing 30 and 100 vertices, respectively. The weighting for the
edges is randomly generated using the interval ]0, 10] indi-
cating the priority of the edge being monitored where 1 in-
dicates a low and 10 a high priority. Both graphs are sparse
as they have the minimum number of edges, |V | − 1.

The data for the third network is provided by the National
Research and Education Network (NREN) Europe[21]. The
model contains the data set of the European NREN inter-
connect model which forms the backend for the European
research network. This network model consists of 1,157 ver-
tices and 1,465 edges. We apply the same random weighting
in the interval of ]0, 10] as for the other two graphs. How-
ever, this graph has, compared to the first two, a higher rate
of interconnecting vertices and is therefore tighter.

Figure 7: Graph |V | = 30
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Figure 8: GA statistics for graph |V | = 30

Each result of the GA is averaged over 10 runs per genera-
tion and network model. The implementation of the genetic
algorithm is done using python, deap, and igraph[9].

6. RESULTS
The results of the experiments are shown in Table 1.
For the graph with |V | = 30, the GA already converges

early to a result close to the final one using the minimal
number of generations. For all cases of generations of this
network model, there is no uncovered edge within the graph.
As there applies no penalty for uncovered edges, the fitness
number of monitors is equal to the fitness. For all cases of
different generation deadlines, the fitness is equal.

Figure 7 provides an illustration of the resulting graph
with the highest fitness discovered during the run of the GA
with 100 generations. The statistics for this run are shown
in Figure 8, where the minimum, average, and maximum
fitness are plotted in relation to the generations over the
whole GA run. As can be seen, the GA converges in an early
generation to a result close to the final result. In this case,
the best result of the heuristic run appears first in generation
∼ 90. The high variation of the maximum fitness indicates
a high genetic variation during the search process, whereas
the low variation of the average and minimum fitness shows
that there exists a stable subpopulation near the current
optimum.

For the graph with |V | = 100, the results in Table 1 show
that all edges are covered for all generation deadlines. How-
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Table 1: Results of the GA - using deadlines for introduced network graph models
Network Model Generations Covered Edges Uncovered Edges Monitors Fitness
Graph |V | = 30 50 29 0 8 8
Graph |V | = 30 100 29 0 8 8
Graph |V | = 30 500 29 0 8 8
Graph |V | = 30 1000 29 0 8 8

Graph |V | = 100 50 99 0 32.1 32.1
Graph |V | = 100 100 99 0 30.6 30.6
Graph |V | = 100 500 99 0 29.8 29.8
Graph |V | = 100 1000 99 0 29.7 29.7

Graph “NREN” 50 1386.0 79.0 631.8 789.8
Graph “NREN” 100 1397.6 67.4 637.7 773.5
Graph “NREN” 500 1414.9 50.1 631.6 731.8
Graph “NREN” 1000 1419.5 45.5 632.5 723.5

Figure 9: Graph |V | = 100

ever, the number of monitors required to cover all edges
improves noticeable. For the case of 50 generations, the av-
erage number of monitors is 32.1. The GA run with 100
generations improves this to an average number of monitors
of 30.6, which is an improvement of 4.67%. This average
improvement factor reduces with the number of generations,
e.g., between 500 and 1,000 generation it is 0.34%, but it is
shown that improvement is still possible. From the dead-
line of 50 generations to 1,000 generations, the total average
improvement factor is 7.48%.

The statistics for one exemplary GA run in Figure 10 and
the final graph in Figure 9 confirms this observation. In the
beginning of the GA run, there is an improvement in the
fitness level of the individuals until generation ∼ 50. As for
the first graph, the GA also converges in an early generation
to a fitness value close to the final result. After that, only
minor changes to the fitness are introduced. As described
before, the high variation of the maximum fitness indicates a
high genetic variation during the search process, whereas the
low variation of the average and minimum fitness indicates
the stable subpopulation.

For the NREN graph, the results show that a significantly
higher amount of generations is necessary in order to pro-
duce satisfactory results. After the first 50 generations, the
GA produces a result were 5.39% of the edges are not cov-
ered, this reduces to 4.60% after 100 generations, 3.42% af-
ter 500 generations and finally to 3.11% after 1, 000 genera-
tions. Simultaneously, the number of monitors remains sta-
ble throughout all generations including minor deviations,
e.g. −0.93% from 50 to 100 generations or +0.14% from
500 to 1,000 generations.
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Figure 10: GA statistics for graph |V | = 100

The final graph in Figure 11 and the related statistics
for this GA run in Figure 12 show noticeable improvements
over the generations of the GA. The GA does still maintain
a high genetic variation as indicated by the maximum fitness
values, but minimum and average are constantly decreasing,
even after generation 800. This run of the GA requires∼ 300
generations until it reaches a fitness level close to the final
fitness. The GA converges to the final fitness in generation
∼ 850, which shows that it is still worthwhile to use a higher
amount of generations for the GA to access better results.

Indeed, we can still experience improvement by increas-
ing the number of generations, which is shown in another
experimental run of the GA for the NREN network model
using 5,000 generations. The results are shown in Figure
13. This plot shows that the GA is still able to introduce
improvements on the given network graph model, even after
the defined deadline of 1,000 generations.

Table 2 shows the ratios of uncovered edges and monitors
for the different graphs and number of generations. As can
be seen, the coverage ratio for small and medium sized net-
works does not change as it already reaches its maximum in
early generations. For the network graph model containing
30 vertices, even the number of monitors is constant for all
runs of the GA. However, for the network graph model with
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Table 2: Results of the GA - coverage and monitor ratio
Graph 30 Graph 100 Graph NREN

Generations Uncovered Monitors Uncovered Monitors Uncovered Monitors
50 0.00% 26.67% 0.00% 32.10% 5.39% 54.61%
100 0.00% 26.67% 0.00% 30.60% 4.60% 55.12%
500 0.00% 26.67% 0.00% 29.80% 3.42% 54.59%
1000 0.00% 26.67% 0.00% 29.70% 3.11% 54.67%

Figure 11: Graph “NREN”
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Figure 12: GA statistics for graph “NREN” after
1,000 generations
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Figure 13: GA statistics for graph “NREN” after
5,000 generations

100 vertices the number of required monitors reduces during
later generations while maintaining the same coverage.

For the more complex NREN network graph model, the
situation is different. Here, a low number of uncovered edges
is found in early generations but it is still decreasing during
the run of the GA. While still increasing the coverage, the
number of monitors remains constant as also described in
the results before.

7. CONCLUSION
In this paper we developed a genetic algorithm for find-

ing continuously rapid, reliable and adequate solutions for
the problem of selecting monitors in a dynamic computer
network. The GA was applied to two generated and a real
network graph model with 30, 100, and 1157 vertices having
a random weighting within ]0, 10] indicating the importance
of a certain edge to be monitored.

As the results show, the proposed GA leads to good re-
sults for small to medium sized networks after just a few
generations. For those networks, further computing might
still lead to better results regarding the number of monitors
while the ratio of covered versus uncovered edges remains
constant. Having a more complex network, the amount of
necessary generations for creating results with similar qual-
ity compared to the simple networks increases, but satisfying
solutions are still produced in early generations.

On average, a higher number of generations leads to fewer
number of monitors for, at least, the same amount of covered
edges as shown before. This increases the coverage of the
monitors which in the end leads to higher security and fewer
cost of the monitoring process.
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Our approach can be beneficial for usage in IT-Security
related systems, e.g., traffic monitoring or intrusion detec-
tion systems. This approach can be used in dynamic systems
which depend on fast reactions on rapidly changing require-
ments due to, e.g., attacks. Especially in dynamic computer
networks such as virtual environments or software defined
networks, where configuration can be automated, this ap-
proach can be very beneficial. As future work, the research
continues increasing the network graph models size and the
further development of the genetic algorithm using new op-
erations, EA models and multiple (concurrent) objectives.
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