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ABSTRACT
In this work Differential Evolution (DE) was combined with
fragment replacement for improving the search of protein
structure conformations with minimum energy. The Rosetta
environment was used, employing some of its phases for the
ab initio prediction in the initialization of the genetic popu-
lation, as well as its fragment-assembly technique. DE pro-
vides a global search in the multimodal energy landscape
whereas fragment replacement based on the Monte-Carlo
procedure provides a useful search of short protein confor-
mations that accelerates the DE search. Initial results with
proteins from PDB with a comparison with previous works
are provided.

Categories and Subject Descriptors
J.3 [Computer Applications]: Life and medical sciences

Keywords
Protein structure prediction, Evolutionary computing, Dif-
ferential evolution

1. INTRODUCTION
Knowledge of the three-dimensional structure of a protein

will help us to understand the questions about protein func-
tion and drug design. A large number of protein sequences
was obtained thanks to the success of the genome sequence
projects, but it is not possible to determinate all the protein
structures due to the technical difficulties and the time cost,
therefore it is necessary to use the computational prediction.

The discovered conformations can be used to create tem-
plates and help to predict the conformation of similar pro-
teins, but if there is not a template available for the pro-
tein to solve, we have to determine the conformation from
scratch. This procedure is called ab initio, which tries to de-
termine the final structure only from the information of the
protein primary sequence. It is based on Anfinsen’s dogma
[1], which postulates that the native structure is determined
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only by the protein’s amino acid sequence, and the thermo-
dynamic hypothesis that states that the biologically native
fold is a free energy minimum. This is a challenge for compu-
tational biology and it can be understood as an optimization
problem.

Typically, ab initio protocols are split in two stages [6].
The first stage consists of a conformational search guided
by an energy function with the objective of generating a
number of possible low-energy conformations (decoys). The
second stage selects a subset of these decoys that are rele-
vant for the native state of the protein and performs a high-
resolution structural refinement which is a computational
intensive process. Rosetta uses a physics and knowledge-
based energy function [6]. Knowledge-based potential [15]
refers to the empirical energy terms derived from the statis-
tics of the solved structures deposited in PDB [9]. This func-
tion is used during the conformational search, combined by
assembling small protein fragments [14] (3-mers and 9-mers)
taken from the PDB library to narrow the conformational
search as it is explained further. Physics-based energy func-
tion [4] contains terms associated with bond lengths, angles,
torsion angles, Van der Waals and electrostatic interactions.

In the case of Rosetta, ab initio implementation [11] starts
with a stage that uses off-lattice representation, also known
as coarse-grained representation, which consist of only the
φ, ψ and ω dihedral angles with the side chains described by
a centroid located at the center of mass. To search through
the conformational space, many rounds of Metropolis Monte
Carlo (MMC) are performed. This algorithm consists of
generating a trial conformation by doing fragment replace-
ments. The Metropolis criterion is used to determine the
acceptance of this move by calculating the energy difference
following a Boltzmann energy distribution for a given tem-
perature (a fixed temperature of 2 is used with a possibility
of re-heating). In the final optional stage, known as Relax,
a high time-consuming refinement using an all-atom repre-
sentation is performed to obtain a near native conformation.

There are many works using evolutionary computing meth-
ods and other natural computing approaches to the protein
structure prediction problem, especially using lattice models
for representing the protein conformations [17][13]. Never-
theless, there are few works using evolutionary computing
with off-lattice models and the Rosetta environment, such
as the works by Olson et al. [7][8]. In this work we used
the Rosetta environment and tested the use of Differential
Evolution (DE) [10], a robust method in many optimiza-
tion problems, adapted to our application and hybridized
with the Rosetta fragment replacements. The aim is to im-
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Algorithm 2.1: Hybrid Differential Evolution()

for each Individual ∈ Population
do

{
Individual← InitializeRandomPositions()

repeat
// DE Phase

for each Individual x ∈ Population

do



x1, x2, x3 ← GetRandomIndividual(Population)
// must be distinct from each other and x

R← GetRandom(1, n) // the highest possible

// value n is the dimensionality of the problem to be

// optimized

for each i ∈ 1 : n
// Compute individual’s potentially new position

// y = [y1, ..., yn]

do


ri ← GetRandom(0, 1)// uniformly in

// open range (0,1)

if ((i = R) || (ri < CR))
yi = x1i + F (x2i − x3i)

else yi = xi
if (f(y) ≤ f(x)) x = y
// replace x with y in Population

// Phase of fragment replacements in the population

for each Individual x ∈ Population

do



for each j ∈ 1 : number of amino acids
// j refers to the amino acid position

rj ← GetRandom(0, 1)
rmode ← GetRandom(0, 1)
if (rj < PR) // PR - probability of replacement

if (rmode < 0.5)
Replacement attempt(j, 3mer fragment)
// Replacement in position j with a 3-mer fragment

// The replacement is applied only if it improves energy

else Replacement attempt(j, 9mer fragment)
// Replacement in position j with a 9-mer fragment

// The replacement is applied only if it improves energy

until TerminationCriterion()
return (GetLowestFitness(Population))
// return candidate solution

prove the sampling of promising areas in the energy land-
scape of protein conformations, integrating, for a more effi-
cient search, the advantages of DE as a global search method
with the search of short conformations provided by fragment
replacements.

2. METHODS

2.1 Differential Evolution
Differential Evolution [10] is a population-based search

method. DE creates new candidate solutions by combin-
ing existing ones according to a simple formula of vector
crossover and mutation, and then keeping whichever candi-
date solution has the best score or fitness on the optimization
problem at hand. The central idea of the algorithm is the
use of difference vectors for generating perturbations in a
population of vectors. This algorithm is specially suited for
optimization problems where possible solutions are defined
by a real-valued vector. The basic DE algorithm is summa-
rized in the pseudo-code of Algorithm 2.1 (DE phase).

Differential Evolution needs a reduced number of param-
eters to define its implementation. The parameters are F
or differential weight and CR or crossover probability. The

weight factor F (usually in [0, 2]) is applied over the vec-
tor resulting from the difference between pairs of vectors
(x2 and x3). CR is the probability of crossing over a given
vector of the population (target vector x) and a “donor”
vector created from the weighted difference of two vectors
(x1 + F (x2 − x3)) [2]. The “binomial” crossover (specified
in the pseudo-code of Algorithm 2.1), for defining the value
of the “trial” vector (y) in each vector component or posi-
tion i [2], was used. Finally, the index R guarantees that at
least one of the parameters (genes) will be changed in the
generation of the trial solution.

Finally, the selection operator maintains constant the pop-
ulation size. The fitness of the trial vector (f(y)) and the
target vector (f(x)) are compared to determine which one
survives for the next generation: If the new trial vector yields
an equal or lower (better) value of the objective function, it
replaces the corresponding target vector in the next gener-
ation; otherwise the target vector is retained [2]. Thus, the
fitness of the best solution of the population is improved or
remains the same through generations.

As Feoktistov [3] indicates, the fundamental idea of the
algorithm is to adapt the step length (F (x2 − x3)) intrin-
sically along the evolutionary process. At the beginning of
generations the step length is large, because individuals are
far away from each other. As the evolution goes on, the
population converges and the step length becomes smaller
and smaller, providing this way an automatic balance in the
search.

2.2 Protein conformation encoding
The coarse-grained representation of Rosetta [12] was used.

This centroid mode considers the location of the main back-
bone atoms, whereas each side chain is represented by a
united pseudo-atom located at the side-chain center of mass.

Each protein conformation is encoded with the three dihe-
dral angles, φ, ψ and ω, for each amino acid. The application
of forward kinematics to this angular representation obtains
the spatial information of the protein conformation. DE in-
dividuals code the dihedral angles in the range [-1,1], which
are decoded to the interval [-180,180] (degrees). The angles
φ and ψ are evolved with DE whereas the third dihedral
angle, ω, is not evolved. This last angle is only changed by
fragment replacements. The reason is that this angle can
only have two configurations of 180◦ or −180◦.

2.3 Protein conformational energy
We used the Rosetta energy functions to calculate the

free energy of each conformation in the population. The
Rosetta energy score of a protein is a linear combination of
weighted terms that models molecular forces that act on and
between all atoms in that conformation. There are energy
terms such as solvation and electrostatics effects, repulsion,
hydrogen bonding, and secondary structure scores such as
strand pairing and helix-strand packing. Steric overlap of
backbone atoms and side-chain centroids is penalized, but
favorable Van der Walls interactions are modeled only by
rewarding globally compact structures [11].

The Rosetta score function which takes into account all
energy components, called score3, corresponds to the full
coarse-grained energy function and it is used as fitness func-
tion in the Differential Evolution algorithm. Nevertheless,
Rosetta changes the weight set depending on the stage of
its ab initio protocol. For instance, score0 is used during
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the first stage, which considers only a steric repulsion term,
while in the second stage Rosetta uses a more complex score
function, score1, incorporating energy terms to score sec-
ondary structure interactions.

2.4 Population initialization
The first stages of the Rosetta ab initio procedure were

used for initializing the individuals of the population. As
commented previously, Rosetta uses a Metropolis Monte
Carlo method, which is divided in four stages. Along these
stages, Rosetta uses the low-resolution description (coarse-
grained representation) for the protein and a fragment in-
sertion technique to generate new decoys.

The first Rosetta stage begins with a fully extended chain
and inserts 9-mer fragments until all the backbone angles
were modified at least once and with a maximum of 2000
cycles. During this stage, the energy function only con-
siders the steric-clash term to prevent overlapping between
backbone atoms and side-chain centroids.

The second Rosetta stage employs 9-mer fragment inser-
tions during 2000 cycles, but the scoring function adds terms
such as hydrophobic burial and specific pair iterations, as
well as secondary structure scores. In the proposed method-
ology with DE, only 200 cycles are performed per individual.
Moreover, we used 3-mer and 9-mer fragment insertions in
this stage.

Therefore, each individual of the genetic population is the
result of the application of these two first phases of Rosetta,
generating different protein conformations that define the
initial population. The idea is to use these fast initial stages
of Rosetta to sample the conformational space to obtain suit-
able initial conformations across the search space. On the
contrary, using individuals with rotating angles defined by
values sampled uniformly at random, the evolutionary al-
gorithm should discover, first, appropriate combinations of
angles according, for example, to the secondary structure
elements and Ramachandran intervals.

2.5 Hybrid DE using fragment replacements
After the DE phase, all individuals of the genetic popula-

tion are“mutated”using the Rosetta fragment replacements.
Rosetta uses a library of short peptide fragments (typically
3 and 9 residue long) as a Monte Carlo moves set. Each
fragment is defined by the three backbone dihedral angles
per residue. Each time a fragment is inserted in an encoded
protein of the genetic population, a number of subsequent
angles are affected in the encoded conformation.

On the contrary to the first Rosetta phases used in the
initialization of the population, these replacements are only
accepted if they improve (decrease) the energy of the result-
ing protein conformation after the replacement. Obviously,
the use of the Metropolis Monte Carlo method employed in
Rosetta can increase the diversity in the genetic population,
since worse replacements could also be accepted (depending
on the temperature parameter used in the Metropolis cri-
terion). Nevertheless, the DE genetic operators (crossover
and the generation of the mutant vector) were sufficient to
maintain an appropriate diversity in the population.

In the hybridization with DE, for each individual a proba-
bility to decide if a replacement is checked in each amino acid
position j (parameter PR in Algorithm 2.1) was used. More-
over, two fragment libraries with lengths 3 and 9 residues
were employed, with the same probability to use a 3-mer or

a 9-mer fragment replacement, since the optimal fragment
length varies for different proteins [5]. It should be noted
that these replacements are applied after the DE phase, as
schematized in Algorithm 2.1.

There would be another possibility of hybridization, ap-
plying the replacements after the trial vector is calculated.
However, this alternative would eliminate the main idea and
advantage of DE with the calculation of the donor or mu-
tant vector by means of the difference vectors. Therefore,
the selected alternative where the replacements are applied
out of the DE main procedure was used.

3. RESULTS
In Differential Evolution a standard value for the CR pa-

rameter was used (CR = 0.95), in the interval suggested
in [16] (CR ∈ [0.8, 1.0]), whereas a low value for the F pa-
rameter (F = 0.03) was employed. The reason of the low
value is because a very small change in the angle values can
imply a high change in the conformational energy, so DE
must change the angles of the base vector (x1) with low val-
ues when calculating the donor and trial vectors (Algorithm
2.1), taking into account that these changes can affect simul-
taneously to a large number of amino acid angles. In the case
of the population size, a fixed number of 1000 individuals in
the different runs was used.

The DE variant DE/rand/1/bin (where 1 denotes the
number of differences involved in the construction of the
mutant or donor vector and bin denotes the crossover type)
was employed, variant which chooses the base vector x1 ran-
domly, providing low selective pressure in the runs.

For the initial population, as previously explained, the
first two phases of Rosetta were applied to define the initial
individuals. In the first stage we maintained the maximum
of 2000 cycles used by Rosetta when trying that all the back-
bone angles are modified at least once. In the second stage,
on the contrary to the Rosetta fragment insertions during
2000 cycles, only 200 cycles per individual were used, which
are sufficient to the objective of an initial population dis-
persed across the conformational space and with the angles
initialized within suitable interval values. Hence, the an-
gles in the initial individuals are in typical ranges of the
corresponding secondary structure (predicted by Rosetta or
specified in the fragments replaced).

Each run of the hybrid DE is applied for a fixed budget
of 10,000,000 energy function evaluations, the same used in
[7]. As indicated, after the DE phase, for each individual,
we used a probability (PR = 0.01) to decide, in each amino
acid position, if a replacement (3-mer or 9-mer fragment) is
checked for energy improvement. Obviously, each replace-
ment test implies an energy evaluation, plus the additional
energy evaluation per individual in the DE phase.

The authors in [7] also worked with the Rosetta coarse-
grained representation and applied a hybrid evolutionary al-
gorithm (EA) combined with a local search to map each
child conformation to a nearby local minimum (using frag-
ment replacements). Their EA used the classical operators
of crossover (1-point and 2-point crossover as well as a ho-
mologous crossover) and a mutation operator implemented
also with the fragment replacements. Olson et al. [8] also ex-
perimented with the use of multi-objective optimization for
the same problem but they reported results using the score
4 Rosetta function (used to compare the obtained decoys
before the last Rosetta refinement).
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PDB Id Size Native Fold Topology Lowest Energy Value in [7] Lowest Energy Value RMSD
1 1dtdB 61 α/β -38.8 (-19.1) -42.19 (-19.62) 9.24 (10.54)
2 1c8cA 64 α/β -68.3 (-45.9) –92.07 (-75.37) 4.88 (8.37)
3 1sap 66 α/β -86.2 (-58.6) -106.98 (-79.75) 3.23 (8.11)
4 1hz6A 67 α/β -99.8 (-64.7) -72.65 (-48.39) 12.80 (13.23)
5 1wapA 68 β -93.3 (-60.8) -113.50 (-66.38) 11.55 (12.50)
6 1ail 70 α -27.3 (-13.6) -28.81 (-18.99) 12.27 (10.38)

Table 1: Energy values (score3) obtained with different PDB proteins. In the first columns: PDB Id of the
native structure, number of amino acids, and native fold topology for each target protein. Column 5 shows
the minimum lowest energy over 30 different runs as well as the average lowest energy in the 30 runs (in
parentheses) reported by Olson et al. [7] using a hybrid EA. Column 6 shows the best energy value in 10
independent runs and the average lowest value (in parentheses) in the 10 runs using the hybrid DE. Column
7 shows the RMSD of the best conformation found as well as the average RMSD in the best conformations
in the 10 independent runs.

In Table 1 we included the comparison of the results us-
ing the hybrid DE with the results of the hybrid EA em-
ployed by Olson et al. [7] using 6 PDB proteins. Table 1
includes the best energy values (score3 ) obtained in 10 inde-
pendent runs with the hybrid DE (last column). The value
in parentheses corresponds to the average of the best values
in those independent runs. For PDB proteins 1dtdB, 1sap
and 1wapA, Olson et al. [7] obtained the best results (re-
garding the average best values in 30 runs) when they used
1-point crossover and mutation as genetic operators in their
hybridized EA. For the best results of protein 1ail they used
2-point crossover and mutation whereas with proteins 1c8cA
and 1hz6A they used a homologous crossover and mutation
for obtaining the best results [7].

Nevertheless, using only a genetic operator in DE that
combines mutation and crossover, it allows the hybrid DE
solution to obtain best energy values (the best value and
average best values) with respect to the hybrid EA [7] (ex-
cept in protein 1hz6A with the limited number of energy
evaluations). The reason is in the simple formula of pertur-
bation of the genetic population used by DE (difference of
vectors), which provides an appropriate search in the vicinity
of the encoded protein conformations, whereas the replace-
ment procedure searches for suitable angle combinations for
the refinement with DE. On the contrary, the RMSD values
of the found best conformations present higher values with
respect to the values in [7]. However, it must be taken into
account the inaccuracies in the Rosetta energy function as
well as that Olson et al. [7] reported the best RMSD val-
ues found in the course of the genetic search, whereas the
reported values in Table 1 correspond to the values of the
final best conformations found by the hybrid DE algorithm.

Finally, the main drawback of the hybrid DE solution is
the difficult control of premature convergence, even with
the low selective pressure applied, therefore self-adaptive
schemes of DE parameters [2] will be tested.
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