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ABSTRACT
A common problem in the diagnosis of epilepsy is the volatile
and unpredictable nature of the epileptic seizures. Hence,
it is essential to develop Automatic seizure detection meth-
ods. Genetic programming (GP) has a potential for accu-
rately predicting a seizure in an EEG signal. However, the
destructive nature of crossover operator in GP decreases the
accuracy of predicting the onset of a seizure. Designing con-
structive crossover and mutation operators (CCM) and inte-
grating local hill climbing search technique with the GP have
been put forward as solutions. In this paper, we proposed a
hybrid crossover and mutation operator, which uses both the
standard GP and CCM-GP, to choose high performing in-
dividuals in the least possible time. To demonstrate our ap-
proach, we tested it on a benchmark EEG signal dataset. We
also compared and analyzed the proposed hybrid crossover
and mutation operation with the other state of art GP meth-
ods in terms of accuracy and training time. Our method has
shown remarkable classification results. These results affirm
the potential use of our method for accurately predicting
epileptic seizures in an EEG signal and hint on the pos-
sibility of building a real time automatic seizure detection
system.
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•Computing methodologies→Genetic programming;
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1. INTRODUCTION
One of the most studied problem in machine learning

is the Multi class classification [1]. It involves predicting
the value of a categorical attribute based on the values of
other attributes. Evolutionary algorithms (EA) are a class
of computational techniques inspired by the Darwin’s the-
ory of natural evolution to solve the real life complex prob-
lems [2,3]. Genetic Programming (GP) [4] is an evolutionary
learning methodology that offers a great potential for clas-
sification. GP is essentially considered to be a variant of
genetic algorithms (GA) [4] that uses a complex represen-
tation language to codify individuals. GP is a very flexible
heuristic technique that makes it very convenient to repre-
sent complex patterns in the form of trees and graphs, there-
fore working with various operations and functions become
easier. Since GP is a search and optimization algorithm,
it can be easily employed as a search algorithm for gener-
ating a classifier. The goal of GP is the evolution of com-
puter programs [5]. A population of computer programs,
which are feasible solutions to a given optimization prob-
lem are evolved by means of Darwinian principle of survival
of fittest. A set of biologically inspired operations such as
reproduction, crossover and mutation are used in evolving
these computer programs. Reproduction [4], which repli-
cates the principle of natural selection, selects and copies
the best individuals to the next generation. In mutation,
a node or a subtree of a chosen individual is supplanted
by a randomly generated node or a subtree. Mutation is
helpful in bringing diversity among individuals. Crossover
combines two individuals to produce a new individual (off-
spring). The idea behind crossover is that the newly gen-
erated offspring might be better than both of the parents if
it acquires required characteristics from each of the parent
individuals. These operations are undergone in evolution by
a user-defined probability for each operations.

The Crossover and Mutation operations could be some-
times devastating in nature [6], as the totally arbitrary choice
in crossover and mutation couldn’t guarantee the best choice,
which ultimately results in decrease in classification accu-
racy. These operations are responsible for destroying good
subprograms in evolved programs during the later stage of
evolution. So, there is a need to find a better way to per-
form crossover and mutation operations in GP. Including
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Hill Climbing search [7], a simple heuristic search method,
with crossover and mutation operation could produce bet-
ter individuals and improves classification accuracy. In Hill
Climbing, a random solution is generated, and this process
is iterated until a better solution is found. In this paper, we
focus on integrating the Hill Climbing technique in crossover
and mutation operator to the EEG signal classification, by
proposing a novel Hybrid crossover and mutation operator,
and analyze its improvements in terms of classification ac-
curacy and computational time.

The most important application of EEG signal classifica-
tion is the detection of Epileptic seizures in human brain [8].
The Human brain is the most complex and magnificent or-
gan in the human body, and as a matter of fact, it is so com-
plicated that it remains an exhilarating frontier. In short,
the brain serves as the seat of human consciousness and
dictates the behaviors that enables us to survive [9]. Elec-
troencephalography [10] is the measurement of the contin-
uous brain-wave patterns, or electrical activity of the brain
and the chronicler of disorders of the nervous system. An
EEG [11] is a recording of electrical signals from the brain
with the placement of small metal discs called electrodes
positioned on the human scalp. The changes and voltages
in these electric signals are measured in terms of voltage
fluctuations of brain. In recent years, EEG techniques are
growing popular among researchers for the investigation of
epileptic seizures in particular. These techniques may prove
as quintessential tools when used in conjunction with more
prevalent neuropsycological tests.

Epilepsy [12] is a critical neurological brain disorder orig-
inating from temporary abnormal discharges of the brain
electrical activity, leading to uncontrollable movements and
tremblings. It is a neurological condition in which an indi-
vidual experiences prolonged abnormal bursts of electrical
discharges in the brain and is characterized by unexpected
recurrent seizures. A detailed analysis of the EEG records
could provide a valuable insight in predicting seizures. Until
now, the exact cause of epilepsy in individuals is unknown
and the mechanisms that involved behind the seizures are lit-
tle understood. Thus, efforts towards its diagnosis and treat-
ment are of significant importance. Developing automatic
seizure detection methods [13] is of great significance and
can serve as first-rate clinical tools for the scrutiny of EEG
data in a more unprejudiced and computationally coherent
manner, since visual inspection for discriminating EEG sig-
nals is time consuming, imprecise and high costly, especially
in the case of long-term recordings.

The classification of EEG signals into seizure and non-
seizure using Genetic Programming is prominent in devel-
oping real time seizure detection systems, as we can attain
high classification accuracies using GP. Integration of Hill
Climbing in the crossover and mutation operation makes
it feasible to achieve such high classification accuracies. In
the previous paper [14], we proposed Constructive Crossover
and Mutation Operator for Genetic Programming, which in-
tegrates the hill climbing with crossover and mutation oper-
ation. In this paper we propose a new Hybrid Crossover and
Mutation operation and compare with the existing methods
of GP in classifying the EEG signals.

The remainder of this paper is organized as follows: Sec-
tion 2 overviews the essential background of the approach.
It describes about the Empirical Mode Decomposition, Life
Cycle of GP and Related work. Section 3 describes the pro-

posed work, section 5 presents and analyses the experimen-
tal results and finally Section 6 draws conclusion and future
work directions.

2. BACKGROUND
This section describes the essential background for this

approach, which includes the Empirical Decomposition for
Feature extraction, life cycle of Genetic Programming, the
standard crossover and Mutation operation, the constructive
crossover and mutation operation and also details the related
work.

An epileptic seizure can be fore casted by classifying the
incoming EEG signal into seizure and non-seizure. The be-
low mentioned is the chronological approximation of the on-
going implementation done for building a real time Epileptic
Seizures detection system.

• Extraction of Brain signal Input.

• Pre-Processing the extracted EEG signals using Em-
pirical Mode Decomposition.

• Classification of EEG signals using Genetic Program-
ming.

• Build a Real Time Epileptic Seizure Detection System.

2.1 Empirical Mode decomposition
The feature extraction process is carried out using Em-

pirical Mode Decomposition. The method Empirical Mode
Decomposition (EMD) was initially proposed by Huang et
al [15] which instructs to decompose a non linearly station-
ary signal into a superposition of natural modes, each of
which could be easily analyzed for their instantaneous fre-
quencies and bandwidths. Bajaj et al [16] proposed the use
of Empirical mode decomposition to extract the features to
classify the EEG signal.

EMD is a method of breaking down a signal without leav-
ing the time domain introduced for analysis of nonlinear and
non- stationary signals. EMD decomposes any given data
into intrinsic mode functions (IMF) [15] that are not set
analytically and are rather determined by an analyzed se-
quence alone, each successive IMF contains lower frequency
oscillations than the preceding one. On completion of this
process, it would generate a set of bandwidth parameters
which are attributed as features for the Genetic Program-
ming (GP) classifier. A typical implementation of EMD for
decomposition of an EEG signal involves the following steps:

• Calculation of IMF for each iteration using EMD on
EEG signals.

• Apply Hilbert transform on the calculated IMF’s dur-
ing each iteration.

• Generation of a Bandwidth parameters viz. Frequency
parameter and the Amplitude parameter as the fea-
tures for the classifier from the Hilbert Transform.

These Bandwidth parameters constitute the input param-
eters for the Genetic Programming classifier. During the
feature extraction, we select five IMF’s from each EEG sig-
nal and remove the residue. In sum, a total of 10 features
from each EEG signal (two from each IMF’s) are extracted
and chosen as input to the GP classifier.
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2.2 Life Cycle of Genetic Programming
GP evolves a population of computer programs, which are

feasible solutions to a given optimization problem, using the
Darwinian principle of survival of the fittest. It works on
a principle, for instance, if there exists several entities in
a nature, the fitter entities survive and evolve at a higher
rate; less fitter individuals survive, if at all at a lower rate.
It is an extension of the Genetic Algorithms and was sub-
stantiated, endorsed and developed into a practical tool by
John Koza [4] amongst a whole range of possible evolution-
ary algorithms. GP is a very flexible heuristic technique that
makes it very convenient to represent complex patterns in
the form of trees and graphs, therefore working with various
operations and functions becomes easier. Each individual in
the population is represented as a tree with functions and
terminals pertinent to a given problem. The evolutionary
GP life cycle is detailed as follows:

1. Generate the initial random population.

2. Evaluate the fitness measure of each individuals using
training data.

3. Evolve the individuals to get a new generation using
reproduction, crossover and mutation.

4. Terminate the GP process on finding a best individual,
or else go to step 2 and repeat the process

2.3 Crossover and Mutation Operation

2.3.1 Standard Crossover
In standard crossover operation [17], two parent individu-

als are selected from the population for the crossover opera-
tion. A crossover point is then randomly selected in each of
the two parents, then the subtrees below the crossover points
are exchanged and two new child individuals are spawned.
The two new generated children are then transferred to the
next generation.

2.3.2 Standard Mutation
In standard Mutation, an individual is selected from the

population and a node or subtree is randomly chosen and
replaced with a randomly generated node or subtree.

2.3.3 Constructive Crossover
In constructive crossover [14], a local hill climbing is in-

tegrated with the crossover operation. Here individuals are
split into Nr and Nc for reproduction and crossover respec-
tively. Initially, the Nr individuals undergo reproduction.
After the reproduction, the remaining Nc individuals un-
dergo constructive crossover, where individuals are made
into pairs and are subjected to perform the crossover op-
eration. The generated offspring from selected couples are
compared with the parents in terms of fitness. While com-
paring, if it is known that the offspring are better than their
parents in terms of fitness, they are accepted. Otherwise
they are rejected and the process is repeated till we get two
individuals better than parent. In this manner, the local hill
climbing method is integrated with the crossover operation
and is repeated for all Nc individuals and generated offspring
are placed in Crossover Offspring Table (COT). A COT is
a table in which we store the offspring generated from the
crossover operations in such a way that the offspring having

the highest fitness remain in the first row, the second high-
est fitness offspring in second row and so on. The top Ncr
offspring in terms of fitness, the globally prime offspring, are
present on the top Ncr positions in the Crossover Offspring
Table (COT) and the remaining lower level offspring in COT
are deleted. The remaining Nm individuals are selected for
mutation operation.

2.3.4 Constructive Mutation
In the constructive mutation [14], the individuals, left af-

ter reproduction and crossover operations are chosen to gen-
erate better offspring while compared to their parents by
applying hill climbing search. We randomly choose a sub-
tree in a parent and replace it with a newly generated sub-
tree and repeat this process till we get better offspring than
parent.The benefit of employing this constructive mutation
technique is that the destructive nature of mutation opera-
tion is reduced by transferring the better individuals than
parents to next generation and also the constructive muta-
tion provide a wider exploration of the search space, help
in not sticking in local optima. The individuals, who are
not good at producing better offspring than parents during
crossover are altered in this constructive subtree mutation
operation.

The aim of the constructive crossover and mutation oper-
ation is to find children with better fitness and improve the
classification accuracy.

2.4 Related Work
Till now, a numerous methods have been proposed to clas-

sify an EEG signal into seizure and non-seizures in order to
prognosticate epileptic seizures. Panda et al [18] produced
different features, such as energy, entropy and standard devi-
ation from wavelet transformation to classify epileptic EEG
signals using support vector machine (SVM). Liang et al [19]
used combination of complexity analysis and spectrum anal-
ysis and entropy features. Ocak [20] proposed fourth-level
wavelet packet decomposition for several frequency bands
to differentiate normal and epileptic EEG signals. A wide
range of feature extraction methods are proposed which are
used in conjunction with a very renowned classification tech-
nique Artificial neural network (ANN), to detect the epilep-
tic seizures [21–25]. More recently, a new technique for clas-
sification was proposed which used Empirical Mode Decom-
position and LS-SVM to differentiate between seizure and
non-seizure EEG signals [16]. Here, the features are ex-
tracted by decomposing the EEG signal into a set of IMF’s
and then are fed into LS-SVM classifier. However, Recently,
evolutionary algorithms have been emerged as a promising
technique for classification of medical data [26]. Genetic
Programming, developed by John Koza [4] could be used
for the EEG signal classification. Castelli et al. [27] intro-
duced a new GP system that uses the concept of semantics
to improve search effectiveness. Arpit et al. [14] presented
the concept of Constructive Crossover and Mutation, where
a local hill climbing search was integrated with the crossover
and mutation operation to improve classification accuracy.
However, this method does not guarantee the best solution.

The goal of this paper is to propose a hybrid crossover and
mutation operator, which finds the best children generated
from the parent and reduce the computational time to reach
the desired accuracy. In this paper, we compare and ana-
lyze the proposed hybrid crossover and mutation operation,
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which uses both standard crossover and local hill climbing
crossover operation.

3. PROPOSED WORK
Here, we propose to investigate the variations in the stan-

dard GP process and Constructive Crossover and Mutation
GP [14] process and its applications in the epileptic seizure
detection. In the proposed Hybrid Crossover and Mutata-
tion Genetic Programming (HCM-GP) method, we elimi-
nate the randomness of crossover operation and reduce the
computational time by introducing a novel hybrid crossover
operator. We bring in diversity among individuals by in-
troducing hybrid mutation operator. The flow chart of the
proposed HCM-GP method is shown in the Fig 1

3.1 Hybrid Crossover Operation
The proposed Hybrid Crossover could be regarded as the

blend of standard crossover and the constructive crossover
operation. In the constructive crossover, a local hill climbing
technique is integrated with the crossover to improve the
classifier. But introduction of constructive crossover leads
to decrease in the computational speed, as a great deal of
time is spent in selection of better offspring. In order to
significantly reduce the computational time, we introduced
the hybrid crossover operation.

In our proposed method, we select the best fitness Nr

individuals from the total population for reproduction, the
next Nc individuals for the crossover and the remaining Nm

individuals for the mutation. Among the Nc individuals
for the crossover, individuals are randomly chosen between
standard crossover and local hill climbing crossover. The
split up of individuals into 50-50 between hill climbing and
standard crossover has shown promising results while ex-
perimenting the proposed crossover operation. Individuals
selected for the local hill climbing crossover are made into
pairs and are subjected to perform the crossover operation
to generate offspring. Here, the generated offspring is calcu-
lated for its fitness measure and is compared with its parents.
If the parents have higher fitness value than the offspring,
crossover is again repeated on the offspring. Else the off-
spring are transfered to the next generation. Here, we limit
the number of crossover iterations to 20 [28] in order to avoid
infinite loops, particularly when we are unable to generate
a better offspring. The local hill climbing crossover is sim-
ilar to the constructive crossover. The remaining individu-
als perform the standard crossover operation and generate
their offspring to maintain the diversity. Hence, we ensure
that the classifiers with higher fitness are transferred to the
next generation, while maintaining the diversity among the
population. The proposed hybrid crossover, which is cate-
gorized as a blend of hill climbing and standard crossover is
better than the standard crossover, because it applies global
elitism to some extent, by selecting the best individuals from
a set of combinations, while simultaneously bringing the di-
versity among those individuals. The hybrid crossover is
better than the constructive crossover because it does not
take large amounts of computational time unlike construc-
tive crossover.

3.2 Hybrid Mutation Operation
In the proposed hybrid mutation operator, we apply a

hill climbing search on the Nm individuals, left after re-
production and crossover operations to generate better off-

Algorithm 1 Algorithm for Hybrid Crossover

1: Begin
2: Generate initial classifier population (k).
3: Randomly select fixed percentages of the initial popu-

lation for crossover crossover (Pc), mutation (Pm) and
reproduction (Pr).

4: Select Nc individuals, based on fitness measure, after the
reproduction.

5: Split the Nc individuals into two groups randomly.
6: On one half, apply Hill Climbing
7: for all Selected half of the Individuals do
8: Take the parent pair and generate two better offspring

from them by applying hill climbing search.
9: Place the top offspring (includes the parents if they

have a superior fitness after 20 attempts).
10: end for
11: On the other half, apply Standard crossover
12: for all Selected half of the Individuals for standard

crossover do
13: Take the parent pair and generate offspring from using

standard crossover.
14: end for
15: The resulting Nc offspring will advance to the next gen-

eration.

spring while compared to their parents. In the constructive
mutation operation, the low performing individuals in the
crossover are brought to the mutation, where as in the hy-
brid mutation, we assign a fixed number of Nm individuals
to the mutation operation after the fitness evaluation ie.,
prior to the crossover operation. Here, a random subtree
was replaced with a newly generated random subtree. This
process is repeated till we reach an individual with better
fitness value. The benefit of employing this hybrid mutation
technique is that the destructive nature of mutation opera-
tion is eliminated by transferring the better individuals to
next generation. Moreover, This hybrid mutation technique
doesn’t make the searching of the solution to stuck in lo-
cal optima. And the other advantage is about the selection,
where the parents of mutation are chosen subsequent to the
crossover and reproduction operation, as a result providing
a scope for the low fitness offspring to survive in the evolu-
tionary world.

Algorithm 2 Algorithm for Hybrid Mutation

1: Generate initial classifier population (k).
2: Take the individual (Nm) which are left after reproduc-

tion and crossover operations.
3: for all mutation individual (Nm) do
4: Apply Hill Climbing method, that is take the parent

and generate child from them till we get better child
than parent by replacing a subtree with a newly gen-
erated subtree.

5: end for
6: Transfer the individuals to the next generation.

All in all, the introduction of these variations in the GP
life cycle is essential for the EEG signal classification, as
it greatly reduces the computational time. Hence, the pro-
posed hybrid crossover and mutation can be employed as
an auxiliary tool for the neurologists to determine onsets
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Figure 1: Flow Chart of the proposed Hybrid Crossover and Mutation GP

of seizures in analyzing 24 hr EEG recordings. In the next
section, we demonstrate the results of the hybrid crossover
and mutation operation and analyze the integration of hill
climbing in the existing and proposed methods.

4. RESULTS AND DISCUSSIONS
This section presents the experimental results of the pro-

posed Hybrid Crossover and Mutation. We analyze the ef-
fect of integration of local hill climbing in crossover and mu-
tation by comparing the HCM-GP method with the existing
ST-GP and CCM-GP methods.

4.1 Dataset Description
An EEG dataset, which is available on-line [29] was used

for training, testing and evaluation of our method. In this
dataset, the signals were recorded with a 128-channel am-
plifier system as an average common reference. The analog
data were digitized at 173.61 samples per second by a 12
bit A/D resolution with band-pass filter settings of 0.53-40
Hz (12 dB/oct). The dataset comprises of five different sets
(denoted Z, O,N, F and S), each containing 100 signal chan-
nel EEG segments of 23.6 sec. duration. These signals were
carefully chosen and cut out from continuous multi-channel
EEG recordings after removing artifacts caused due to eye
and muscle moments and power line interference. EEG sig-
nals in sets O and Z have been recorded from healthy volun-
teers through external surface electrodes using the standard-
ized 10-20 electrode placement scheme. The volunteers were
relaxed in an awake state with eyes open (set Z) and closed
(set O). Sets F and N are obtained in seizure free intervals.

Set F acquired from epileptogenic zone of the brain shows
focal interictal activity; set N extracted from hippocampal
formation of the opposite hemisphere of the brain hints the
non-focal interictal activity, and set S were obtained from
within the epileptic zone of a seizure activity. On an over-
all, Sets N, F and S originated from an EEG register of
presurgical diagnosis. Sets Z and O are portrayed as Nor-
mal, sets N and F as interictal and Set S corresponds to
an ictal State (Seizure). Here, The sets Z, O, N and F are
combined and called as Non-Seizure, while the set S as
Seizure. The goal of this experiment is to classify between
seizure and non-seizure.

4.2 Performance Measures
The existing and proposed methods are evaluated by com-

puting statistical parameters sensitivity, specificity and ac-
curacy. Moreover, we also used Confusion matrix and ROC
Curve for comparing the methods.The definitions of these
performance measures are as follows:

1. Accuracy: Accuracy is the measure of the ability of
the classifier to accurately classify the patterns.

Accuracy =
TP + TN

TP + TN + FP + FN
× 100 (1)

2. Sensitivity: Sensitivity is the fraction of correctly de-
tected positive patterns to the total number of actual
positive patterns.
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Table 1: Confusion matrix
Predicted Positive Predicted Negative

Actual Positive True Positive (TP) False Negative (FN)
Actual Negative False Positive (FP) True Negative (TN)

Sensitivity =
TP

TP + FN
× 100 (2)

3. Specificity: Specificity is the fraction of correctly de-
tected negative patterns to the total number of actual
negative patterns.

Specificity =
TN

TN + FP
× 100 (3)

4. Time required: It is the time required to find the
best individual.

5. Confusion matrix: Confusion matrix consists of in-
formation about actual and predicted classifications
performed by a classifier. A confusion matrix used
for our classifier, generally for two class problems is
shown in Table 1.

6. ROC curve [30] is a fundamental diagnostic test eval-
uation and an excellent way to compare the perfor-
mance of diagnostic tests. It is a two dimensional mea-
sure for the performance of classification and gives a
complete sensitivity/specificity report. It also play an
important role in comparing our test to the perfect
test. ROC curve is plotted with 1-specificity on the
x-axis to Sensitivity on the y-axis.

4.3 Experimental Results
An important aspect underlying the HCM-GP method is

that, it could be successfully modified to automatically de-
tect highly suspicious seizure activities in brain through real
time detection. In order to evaluate the performance of the
methods, the dataset was divided into training and testing in
several combinations namely 50-50, 60-40, 70-30 and 10-fold
cross validation. Table 2 shows the partition into training
and testing dataset for the classification into non-seizure and
seizure (ZONF-S).

Table 2: Training and Testing dataset for the classi-
fication of EEG signals into Seizure and Non Seizure
(ZONF-S)

Training- No. of samples in the set
Testing Training ZONF S Testing ZONF S
Partition (%) Samples Samples

50-50 250 200 50 250 200 50
60-40 300 240 60 200 160 40
70-30 350 280 70 150 120 30
10-fold Cross Validation 450 360 90 50 40 10

Since, we are interested in investigating the integration of
local hill climbing in GP life cycle, we analyzed the HCM-
GP with Standard GP [4] and CCM-GP method [14], in
terms of statistical parameters. The confusion matrix for the
methods using various training-testing partitions are given
in table 3.

Table 3: Confusion matrices for classifiers used for
classification of EEG signals into Seizure and Non
Seizure for different training-testing data

Validation Techniques (Testing data)

Classifier 50-50 60-40 70-30 10 fold cross

validation

ZONF S ZONF S ZONF S ZONF S

ST-GP ZONF 188 12 148 12 114 6 38 2

S 8 32 3 37 3 27 2 8

CCM-GP ZONF 196 4 156 4 118 2 39 1

S 4 46 3 37 3 27 1 9

HCM-GP ZONF 198 2 158 2 119 1 39 1

S 1 49 1 39 1 29 0 10

Table 4: Comparison of HGP method with ST-GP
and CCM-GP in terms of Performance measures

Method Performance Measures

Validation Sensitivity Specificity Accuracy Time Required

Technique

Min Max Min Max Min Max Min Max

ST-GP 50-50 93.5 94.5 83.45 84.45 91.5 93 7.6 8.21

60-40 92 94.5 92 94 92 94.5 8.09 9.10

70-30 93.65 95.85 81 83 91.5 94.5 8.56 9.95

10 fold cross 94 95.5 80 82 92 94.5 9.42 10.45

validation

CCM-GP 50-50 95.5 98.65 90 93 95.5 97.5 5.50 6.26

60-40 97 98.4 91.6 93.5 96 97.5 6.1 6.45

70-30 97.85 99.5 89.5 92 96.65 97.75 6.95 7.45

10 fold cross 97 98.5 90.5 92.5 96 97.5 7.65 8.13

validation

HCM-GP 50-50 98.5 99.5 98.6 99.35 98.85 99.5 2.35 2.59

60-40 98.875 99.45 98.5 98.85 98.75 99.65 3.12 3.48

70-30 99.10 99.75 98.24 99.05 98.65 99.68 3.30 3.59

10 fold cross 98.85 99.25 99.5 100 99.5 100 4.10 5.10

validation

The sensitivity, specificity and accuracy and training time
of the methods are quantified, noted and are shown in Table
4.

We also plotted the ROC curve using the above results.
Fig 2 shows the ROC curve and area under the ROC curve
for 50-50 training-testing data.

The above results demonstrate that our proposed method
has achieved better classification accuracy than the other
methods. It is also clear from the result, that our method
requires lesser amount of time to reach the desired accuracy.

The high classification accuracy of our HCM-GP method
compared to the other GP methods and consequentially we
can affirm that this outweighs the standard GP and CCM-
GP methods and we suggest that it can be used as a diagnos-
tic decision support mechanism in the treatment of epilepsy
patients. In our method, We integrated the local hill climb-
ing in our crossover and mutation operation, which removed
the randomness of the crossover operation and also guaran-
tees a better solution, because it choses a better offspring
than the parents, which inevitably increases the classifica-
tion accuracy.

It is found that our method outperforms the Standard GP
and CCM-GP methods. Our method improves the overall
accuracy and speed by a fair amount. The standard GP can
be destructive in nature. In standard crossover and muta-
tion, rather than generating a offspring with better fitness, it
could produce offspring with lesser fitness and transfer them
to next generation. The CCM-GP acheived better accuracy
than the Standard GP, its performance is low while com-
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Figure 2: ROC Curve for 50-50 training-testing data

pared to HCM-GP. In CCM-GP, as all the individuals left
after the reproduction undergo local hill climbing during the
crossover, it takes a great deal of time to reach the desired
accuracy. As, a result the CCM-GP method is time con-
suming, which is not ideal for real time detection of seizure.
The proposed Hybrid Crossover searches for the best solu-
tion, in least possible time by merging both the standard
crossover and constructive crossover. The Hybrid Mutation
is responsible for improving the low performing individuals
by bringing diversity among them.

Hence we can conclude that, though the integration of
local hill climbing provides better solution, it is often time
consuming, which is a major drawback for the CCM-GP
method. Hence, we should be wise while integrating the hill
climbing technique with the crossover and mutation. The
proposed HCM-GP method, which uses local hill climbing
on half of the individuals, still consumes a bit longer time
than the Standard GP. But this is small price to pay, if
it can significantly improve the classification performance.
This makes the proposed HCM-GP framework a suitable
tool to assist the experts by facilitating analysis of a patient’s
information and decreasing the time and effort required to
accurately diagnose their patients.

5. CONCLUSION
An effectual real time detection of epileptic seizures is of

paramount importance in clinical diagnosis of epilepsy. Ge-
netic Programing has a huge potential in classifying the EEG
signals to detect these epileptic seizures. Integration of lo-
cal hill climbing technique with the crossover and mutation
operations removes the destructive nature of crossover op-
eration and improves the GP life cycle. However, we have
to overcome a few limitations of the hill climbing search in
order to build an effectual real time seizure detection sys-
tem. The goal of this paper was to analyze the integration
of local hill climbing method with crossover and mutation
and to help overcome its limitations. The goal was success-
fully achieved by proposing hybrid Crossover and Mutation
(HCM) operation. The purpose of the hybrid crossover and
mutation is to attain the desired accuracy in least possible
time. This approach uses the both Standard GP and CCM-
GP. In the Hybrid Crossover, the first half of the individuals
undergo conventional crossover operation, while the other

half of the individuals undergo constructive crossover oper-
ation, where individuals which are only better than their
parents are transfered to the next generation. The individu-
als which are left after the hybrid crossover and reproduction
undergo hybrid mutation operation, where again a local hill
climbing search is integrated with the mutation.

This approach was examined and compared with Stan-
dard GP and CCM-GP on a benchmark EEG signal dataset.
The results suggest that the new approach outperformed
the standard GP, while spending a bit longer time that the
Standard GP. The new proposed operator achieves better
classification accuracy in lesser time while compared to the
CCM-GP. We can infer that the proposed HCM-GP method
is considered as an efficient way to classify EEG signals and
an inspiration for further developments in this area.

5.1 Future Work
Although this method improves the crossover and muta-

tion operation and subsequently the GP life cycle, but still
it does not provide a feasible solution.

The goal of this paper is to demonstrate the proposed
HCM-GP and to analyze the integration of hill climbing with
crossover and mutation with respect to EEG signal classifi-
cation.So, the proposed method was only examined on EEG
signal dataset and was not examined on other wider appli-
cation tasks. We will further investigate this new classifica-
tion approach on more general and wider range of pattern
recognition problems such as Alzheimer’s and Parkinson’s
diseases, breast cancer and diabetes detection and diagnosis
in the future.
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