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ABSTRACT

This invited talk Existing evolutionary algorithms typically
assume that there are explicit objective functions available
for fitness evaluations. In the real world, such explicit objec-
tive functions may not be available in many cases. For ex-
ample, many industrial optimization problems such as struc-
tural design [8] need to perform computationally very inten-
sive numerical simulations, such as computational fluid dy-
namic simulations or finite element analysis, where a large
set of partial differential equations must be solved. In many
process industry optimization problems, no explicit models
exist for describing the relationship between the final quality
of the product and the decision variables, such as tempera-
ture and humidity. Thus, only historical experimental data
can be used for optimization. There are also cases where
only factual data can be collected. A good example of such
optimization problems is trauma systems design [11], where
only patient records are available for optimization.

For solving such optimization problems, evolutionary op-
timization can be conducted only using a data-driven ap-
proach. The main challenges in data-driven evolutionary
optimization can roughly be divided into two categories ac-
cording to the amount of available data, namely, small data
and big data. The lack of data can mainly be attributed
to the fact that data acquisition is very expensive, either
computationally or costly. In [11], data~driven evolutionary
optimization problems are divided into two paradigms, one
termed off-line data-driven optimization, where no new data
can be actively sampled, and the other on-line data-driven
optimization, where a small number of new data points can
be collected.

For small data driven evolutionary optimization, the use
of surrogate techniques to assist evolutionary algorithms be-
comes indispensable [6, 7]. In particular in on-line data-
driven surrogate-assisted evolutionary optimization, two im-
portant questions arise. The first question is, which surro-
gate model should be used, and second, when a new data
should be collected and where. Many model management
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techniques have been developed for answering these ques-
tions.

Surrogate techniques can be categorized into determinis-
tic models, such as polynomials, artificial neural networks,
radial-basis-function neural networks, and probabilistic mod-
els such as Gaussian processes, also known as Kriging mod-
els. The biggest benefit of probabilistic models is that these
models can provide a confidence level in addition to a pre-
dicted objective value. Such information about uncertainty
is particularly helpful in model management in determining
when and where a new data should be sampled [5].

Surrogates can be categorized from a different perspective,
e.g., whether a surrogate aims to approximate the local fit-
ness landscape or the global landscape, in relation to the
distribution of the current population. It has been shown
that a proper combination of global and local models can
effectively accelerate the search process [9, 10]. The key is-
sue here is how to choose samples properly to train the local
and global surrogates, and how to combine the local and
global surrogate models.

In contrast to small data driven evolutionary optimiza-
tion, there are cases where large amount of data is involved
for optimization, which may also be subject to noise and
uncertainty [12]. In such cases, the key question is how to
manipulate the data properly so that useful and sufficient
information can be extracted while minimising the amount
of data for calculating the objective functions to reduce the
computational time. One intuitive idea is to cluster the data
into groups so that representative data can be use. An essen-
tial question is how to adaptively tune the number of clusters
so that the computational cost can be reduced without neg-
atively influencing the search process. One such idea was
reported in [11] where a regression function is built to learn
the relationship between the cluster number and the max-
imum error that will not mislead the non-dominated sort-
ing based selection in multi-objective optimization. Many
questions remain open in this line of research, in particu-
lar when different selection criteria are used in evolutionary
algorithms.

In spite of the great access achieved in data-driven and
surrogate-assisted evolutionary optimization, a few impor-
tant challenges remain to be addressed. First, little efforts
have been reported on surrogate-assisted optimization of
high-dimensional and large scale optimization problems. In
the literature, the highest dimension in surrogate-assisted
evolutionary optimization is 50 and most surrogate-assisted
evolutionary algorithms can solve problems having around
ten decision variables. This is partly due to curse of di-



mensionality, which means that a large number of data is
needed for training surrogates having reasonably good ac-
curacy, and partly due to the extremely high computational
cost for constructing surrogates such as Gaussian processes.
To solve these problems, ideas proposed in big data research
could be used [3, 4].

Second, data-driven optimization of combinatorial or mix-
integer optimization problems deserve more research atten-
tion. The main challenge in data-driven optimization of
combinatorial or mix-integer optimization problems results
from the fact that surrogates are indispensable in both small
data and big data driven optimization and no efficient surro-
gate modelling techniques exist for combinatorial and mix-
integer problems [2].

Third, more attention should be paid to data-driven surrogate-

assisted optimization of constrained problems. Preliminary
work indicates that these problems are more difficult to solve
in the sense that surrogate training may become trickier
when some of the training data are infeasible solutions [1].

Finally, it is extremely challenging to solve off-line data-
driven optimization problems where only small amount of
data is available and no new data can be actively sampled
during the optimization process. Since there is no easy way
to validate the optimal solutions obtained by the surrogate-
assisted search, it is sometimes intractable to verify the effec-
tiveness of search algorithm before it is employed for solving
the real problem.
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