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ABSTRACT
Genetic algorithms (GAs) have been used for feature selec-
tion with binary representation. Even if binary representa-
tion has perfect probability to include or remove a feature
in the search process, some works in the field of chemomet-
rics have reported criticism about a high number of features
selected by GA implementations. Thus, in this paper, we
aim to propose an investigation of the number of features
selected on a point of view of the bias-property using imple-
mentations from the GA-PLS toolboxes (Genetic Algorithm
with Partial Least Square). The study is performed using
an one-point crossover operator and a common initialization
procedure used in the matlab toolboxes. Results show the
existence of such a bias that influences the increase in the
number of features over the generations.
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1. INTRODUCTION
Genetic algorithms (GAs) have been widely used as a

method for feature (or variable) selection. One of the appli-
cations of GAs in variable selection is the problem of mul-
tivariate calibration in the context of quantitative chemical
analysis [3].

Leardi’s review [2] report a considerable number of papers
in which GAs have been applied for this task. In the case,
for instance, a chromosome is made by a very high number
of genes (as many as the variables), each of them being just 1
bit long (0 = variable absent, 1 = variable present). On the
other hand, some works [1, 5] have criticized the solutions
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obtained through GAs where they contain a considerably
high number of variables when compared to other methods.

The performance of a GA is dependent of many factors,
such as, the type of crossover and mutation operator, pop-
ulation size, and the encoding used are just a few examples.
The bias is a important property to evaluate the general
trend of the encoding and operator in order to ensure the
same probability of choice for all solutions [4]. Thus, in this
paper we present an analysis of the bias concerned with the
number of features selected, using the binary encoding and
the one-point crossover operator.

2. PROPERTY ANALYSIS: BIAS
The bias of an encoding in GAs describes whether either

the genotype-phenotype mapping or the genetic search op-
erators (such as mutation and crossover) prefers a specific
type of solution and leads a population towards this direc-
tion. Thus, reproduction operators without bias does not fa-
vor the representation of specific solutions. Encodings and
biased search operators can be used if there is an initial
knowledge that the optimal solution is similar to the set
of solutions that are preferred by the bias. On the other
hand, representation and non-biased reproduction operators
should be used if none specific knowledge about the prob-
lem is available. In this paper, our proposal is to analyze the
bias of GAs binary encoding and one-point crossover opera-
tor for the problem of feature selection towards the number
of features selected. Algorithm 1 shows a pseudocode for
our proposed GA implementation.

Algorithm 1 Genetic Algorithm for Bias Analysis.

1: Let n be the population size
2: Initialize the population of individuals using uniformly

distributed random numbers
3: for i = 1 : MaxGenerations
4: Evaluate all individuals based on the number of fea-

tures selected
5: Calculate the average number of features selected
6: Generate n solutions using one-point crossover
7: Replace parents by children
8: end for i
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In our implementation, we do not use selective pressure
neither elitism, in which at least one changeless copy of the
best solution of current generation is transferred to the new
population, so that the best solution can survive to succes-
sive generations. Instead, each parent participates in a single
crossover and the parents are always replaced by offspring.
The application of operators without any selective pressure
does not modify the population statistics properties, in this
case the average number of features selected. If this number
increases, we can claim that the GA is biased to increase the
number of features.

3. EXPERIMENTAL
We executed the experiment with two case studies: Let n

be the population size, i) n = 50, MaxGenerations = 500;
and ii) n = 500, MaxGenerations = 5000. For each combi-
nation of n and MaxGenerations, 10 trials were performed.

4. RESULTS
Figure 1 presents the histogram of the initial population.

Number of features
300 320 340 360 380 400

Fr
eq

ue
nc

y

0

50

100

150

200

250

Figure 1: Histogram of the initial population.

Figure 2 presents results for the simulations using n = 50;
and MaxGenerations = 500. We can observe that the av-
erage number of features (variables) increases over the gen-
erations. Then, there is a bias to increase the number of
variables. Furthermore, the minimum number of variables
has a tendency to increase, raising the average number of
variables of the set of solutions.
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Figure 2: 500 generations to evolve 50 individuals.

In Figure 3, we show the average number of variables se-
lected using n = 500; and MaxGenerations = 5000. It is
possible to notice the same increasing of the average num-
ber of variables selected over the generations. In this case,

there also exists a bias related to the increasing number of
variables.

It is noteworthy that in order to investigate the presence
of trend in the crossover operator considered, all simulations
were performed without any selective pressure or elitism.
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Figure 3: 5000 generations to evolve 500 individuals.

5. CONCLUSIONS
Indeed, GAs have been used as a technique to solve opti-

mization problems such as the feature selection problem. As
literature lacks analysis of GAs implementations, this paper
aims to propose an analysis of GAs configuration about a
bias for the number of features selected in a multivariate
calibration problem.

Avoiding the use of selective pressure as well as elitism,
it was able to demonstrate that, in fact, there is a bias to
increase the number of variables over generations. The main
objective of feature selection problem is precisely reduce the
number of features. Thus, a bias to increase this number
is not desirable. A full research using other operators, en-
codings and initialization procedure should be done in order
to investigate the bias and propose solutions to deal with
this problem. Most likely, the problem can be fixed using a
proper initialization procedure.
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