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ABSTRACT

This paper presents an evolutionary approach to procedural
content generation of 2D maps for computer games. To pro-
vide better adaptability to the map designer’s vision, user
preference is incorporated to guide the algorithm. A coop-
erative method utilizes novelty search as a source of diverse
solutions, which are then further optimized by multiple, sub-
sequent genetic algorithms. We compare the results to a sec-
ond approach based on multi-objective optimization, which
takes the two conflicting goals of optimizing towards user
preference and finding novel solutions as objective functions
to build a Pareto front of maps.
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1. INTRODUCTION

Search-based procedural content generation (PCG) [3] is
an approach for (semi-)automating the content generation
process and therefore lowering game production costs by us-
ing algorithms and artificial intelligence techniques. It is
desirable to allow designers to oversee and interfere with
the content generation process if needed. We present two
approaches for generating and evolving maps for the video
game Hedgewars' using evolutionary algorithms. For con-
trol over the generated content, the map designer must pro-
vide a sketch of a map. The first proposed algorithm is a
cooperative approach where novelty search [2] and a mem-
ory of previously found best solutions are used for repeated
seeding of a standard genetic algorithm (GA) that optimizes
towards the designer’s sketch. The second approach is based
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on multi-objective optimization combining the novelty of a
solution and its difference from the sketch into objective
functions.

We compare the two proposed techniques and show the
achieved improvements compared to pure novelty search and
optimization. The achieved quality as well as coverage of the
solution space is analyzed to show different strength of the
approaches. The results show that the cooperative approach
has proven to be a good choice for generating maps as it can
be configured to either produce more novel or more similar
results.

2. EVOLUTIONARY PROCEDURAL CON-
TENT GENERATION

Novelty search is a technique for preventing premature
convergence. The hypothesis of novelty search is that the
trajectory to good solutions may lead through multiple, lower
quality areas in the search space. It maximizes the behav-
ioral distance of discovered solutions and is able to evolve a
wide range of different solution candidates. A solution can-
didate S, is a polygon represented as a set of points P(z,y):
Spn = {P1, P>, Ps,...,P,} in the Cartesian coordinate sys-
tem. The fitness function is defined as the Euclidean dis-
tance between a solution candidate S(z,y) and the sketch

T (x,y):
Quality(S,T) = \/(S(z) = T(x))2 + (S(y) - T(y))> (1)

The novelty is measured as the average Euclidean distance
between the behavioral characterization (BCDist) of one
individual S to its k nearest neighbors S;:

k
Novelty(S) = % Z BCDist(S, S;)
=0

(2)

To assess the behavior of an individual, measures such as
e.g., its diameter, area, perimeter or number of points are
used. The main objective is to find shapes that are pleasing
to the user but also incorporate a novel aspect. For the
game, the resulting geometry is filled by a random color and
exported. The game uses the polygon as ground and places
players on it.

A new algorithm that combines novelty search with a stan-
dard genetic algorithm in a two step approach is proposed.
Every n generations, a new genetic algorithm is started and
its population is created from the solution archive, solutions



from the previous executions (if available) and filled up with
randomly generated solutions. The second approach is based
on multi-objective optimization, where an NSGA-II [1] tries
to minimize the fitness function (Equation (1)) and maxi-
mize the behavioral distance (Equation (2)).

3. EXPERIMENTS

We compare the two different approaches and addition-
ally conduct two experiments with pure novelty search and
a standard genetic algorithm. The cooperative approach has
two configurations: Configuration I (Conf. I) has a higher
rate of optimization and configuration II (Conf. II) uses
a higher degree of novelty search. Each configuration is
repeated 20 times. Three different problem instances (i.e.
desired level designs) are specified, containing 6 (level 1),
15 (level 2) and 25 (level 3) points. All experiments have
been performed using the optimization environment Heuris-
ticLab? [4].

4. RESULTS AND CONCLUSION

As a baseline, we first show the results of the standard
genetic algorithm and novelty search. The GA focuses on
those areas in the space where the points of the map are lo-
cated, whereas the points found by novelty search are more
equally distributed over the whole search space. The cooper-
ative approach allows to control the solution space coverage
to look more like the one of the genetic algorithm or novelty
search, depending on the used configuration. This can be
seen in Figure 1.

Figure 1: Sample solution spaces and their coverage
for level 1. On the upper left the genetic algorithm,
on the upper right novelty search, in the lower area
the cooperative approach (Conf. I left, Conf. II
right).

Figure 2 shows the best qualities achieved by the GA,
novelty search and the cooperative approach for all three
problem instances. It shows that, independent of configu-
ration, the first executions of the genetic algorithm bring
the most quality improvement. The subsequent runs then
fine tune the results based on previously discovered solutions
and bring smaller quality improvements. In Conf. I the GA
runs for more generations and therefore generally generates
better results in terms of quality compared to configuration
II. The NSGA-II does not reach the qualities that the GA
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Figure 2: Average best found qualities for the GA,
novelty search and the cooperative approach.

reaches. It is also outperformed by both configurations of
the cooperative approach in terms of quality. Compared to
all other algorithms, the NSGA-II produces a lot less unique
individuals and has a higher number of average occurrences
of points that are discovered multiple times. It seems there-
fore to be not so well suited for this application.
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