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ABSTRACT
“Innovization” is a task of learning common principles that
exist among some or all of the Pareto-optimal solutions of a
multi-objective optimization problem. Except a few earlier
studies, most innovization related studies were performed
on the final non-dominated solutions found by an EMO al-
gorithm. Since the innovization principles are properties of
good and near-optimal solutions, an early identification of
them can help improve the evolving population to converge
quicker to the Pareto-optimal set. This paper advocates the
discovery of innovized principles through machine learning
methods during an evolutionary multi-objective optimiza-
tion run and then using these principles to repair the popula-
tion adaptively to achieve a faster convergence. Implement-
ing this idea with linear regression as the learning tool and
applying it in a test problem with power-law rules existing
among Pareto-optimal solutions yields encouraging results.
The results show not only an improvement in convergence
rate but also in the diversity of non-dominated solutions.
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1. INTRODUCTION
All multi-objective optimization (MOO) problems possess

a unique property of having not one, but a set of “equally
good” or Pareto-optimal (PO) solutions. The idea of learn-
ing from the PO solutions and deciphering design principles
that are unique to the optimization problem was first pre-
sented in [4]. The works [1, 6] show that innovization is

∗http://www.coin-laboratory.com

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).

GECCO ’16 July 20-24, 2016, Denver, CO, USA
© 2016 Copyright held by the owner/author(s).

ACM ISBN 978-1-4503-4323-7/16/07.

DOI: http://dx.doi.org/10.1145/2908961.2909019

an effective tool to discover new design principles in MOO
problems.

However, the works [2, 7] point to a growing trend of cou-
pling the ideas of EMO with that of innovization in a way,
that makes innovization an integral part of the optimiza-
tion process itself and not just a post optimality analysis
tool. We refer to this new method as ‘evolutionary multi-
objective optimization with innovization’ or EMO/I method
in this paper and develop a prototype of such an EMO/I
algorithm.

2. METHODOLOGY
Figure 1 shows the proposed EMO/I algorithm. We test

this algorithm on MOO problems whose PO solutions adhere
to some power-law rule of the form shown in (1). Each of
the M rules Λi, i ∈ {1, . . . ,M} in (1) is composed of two
basis functions depicted by λ’s here. These basis functions
are some function of the design variables and are suggested
by the user. The parameters of each rule, i.e. bi and ci, are
learned on the fly during the optimization run using linear
regression with log-linear modeling. The user also specifies
the minimum acceptable significance of some rule in terms
of learning error, say ρ, before repairs are made to design
variables of population individuals based on the rule learned
during optimization.

In Figure 1, the blocks that differentiate the algorithm
from a regular EMO are labeled with numbers 1 to 5 in
gray circles. In block-1, user specifies the rule information
for all rules, Λi, and minimum significance parameter, ρ.
Learning should not begin very early in the optimization as
initially the solutions are far away from the optima. This is
shown by decision C2 in block-2. Example of C2 are, ”Have
certain minimum generations passed?” or ”Are all solutions
are in front-1”. If the population has reached near optima,
the Machine Learning block (block-3) engages and returns
the parameter estimates and the residual error for each rule.
Block-4 finds out if the desired rules have converged better
than the minimum expected significance level. If so, then
algorithm uses the estimated parameters bi and ci for each
rule and makes a variable repair based on the rule.

Λi ≡ λi1(x) · λi2(x)bi = ci ∀ i, where,

i ∈ {1, · · · ,M} and bi, ci ∈ R.
(1)

We tested our prototype EMO/I algorithm on a modified
ZDT1 problem [8]. The problem and its PO solutions are
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Figure 1: The proposed EMO/I algorithm.

given in (2).

Minimize f1(x) = x1, f2(x) = g(x) h(f1(x), g(x)),

Where g(x) = 1 + 9 (x2
√
x3 − 0.5)

2
, h(f1, g) = 1−

√
f1
g
,

xi ∈ [0, 1], ∀ i ∈ {1, 2, 3},

PO solns 0.0 ≤ x∗1 ≤ 1.0, x∗2
√
x∗3 − 0.5 = 0.

(2)

3. RESULTS
Here we present the results for the problem discussed in

Section 2. The two algorithms under comparison here are (a)
NSGA-II [3] and (b) NSGA-II with innovization (EMO/I).
The two algorithms are compared on convergence rate, us-
ing median generational distance (GD), and diversity, using
median spread over 100 runs. Figures 2b and 2a show the
results and clearly EMO/I outperforms vanilla NSGA-II on
both counts.

4. CONCLUSIONS
We are able to show that EMO algorithms can take ad-

vantage of innovization task on the fly to improve conver-
gence rate of optimization. In future, we will make this
method more adaptive in terms of the kind of design rules it
can handle as well as including objective functions and con-
straints as basis functions in the EMO/I. Of course there is
this concern about how much extra computation is spent on
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Figure 2: Results for ZDT1m problem.

learning. In current results, a population size of 8 was used
as we tried to simulate a scenario where objective function
evaluation is very expensive. In other problems as well, we
are confident of taking advantage of vast body of efficient
problem specific Machine Learning algorithms and couple it
with MOO under the innovization framework to justify the
extra computational effort. See the full report on this work
in [5].
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