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e Issues and Challenges

Monkeys performing a classification task
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Feature Selection: Example from Biology ﬂ;&

e Monkeys performing
classification task

"<y

#l Data set (Classification) — Example 1&;&

Credit card application:
e 7 applicants (examples/instances/observations)

- Diagnostic features:

“The data from the present study indicate that neuronal
selectivity was shaped by the most relevant subset of

features during the categorisation training.”
—Nathasha Sigala, Nikos Logothetis
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to one or both of the
diagnostic features (and
not for the non-
diagnostic features)

;VAcknow\edgement: Nathasha Sigala, Nikos Logothetis: Visual categorization shapes feature selectivity in the primate visual cortex.
lature Vol. 415(2002)] 5

e 2 classes: Approve, Reject

e 3 features/variables/attributes

Job Saving Family Class
Applicant 1 true high single Approve
Applicant 2 false high couple Approve
Applicant 3 true low couple Reject
Applicant 4 true low couple Approve
Applicant 5 true high children Reject
Applicant 6 false low single Reject
Applicant 7  true high single Approve

Cancer Diagnosis— Example 2 &

LC-MS/MS

13/5/20127:45:56 AM

LPS_Dect1sample_04-05-1: LPS_Dec11sample_04-05-12

A 0.00- 301 68

189 min

Feature Selection and Feature Construction
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Liquid Chromatogram
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« Feature selection aims to Feroares S—
pick a subset of relevant Feature Features
features to achieve similar Feature3 | eare Selection Femtore
or better classification : Argorithn
performance than using all Feature n1 Feature xu
features. et
Original and
« Feature construction is to Original Cleatares |
construct new high-level Feature 1 Feature1
features using original e }553:;:55
features to improve the : Algoritien
classification performance. Teaturen Teaturen
Feature n+1
E.g. Feature n+1 = Feature 1 + Feature 2 *Feature 3 - Feature 4




Why Feature Selection ? ,@&

e “Curse of the dimensionality”

- Large number of features: 100s, 1000s, even
millions

¢ Not all features are useful (relevant)

¢ Redundant or irrelevant features may reduce the
performance (e.g. classification accuracy)

e Costly: time, memory, and money

e Feature selection

- to select a small subset of relevant features from
the original large set of features in order to
maintain or even improve the performance

Why Feature Construction? &

e The quality of input features can drastically affect the learning
performance.

e Even if the quality of the original features is good,
transformations might be required to make them usable for
certain types of classifiers.

¢ A large number of classification algorithms are unable of
transforming their input space.

e Feature construction does not add to the cost of extracting
(measuring) original features; it only carries computational
cost.

e In some cases, feature construction can lead to
dimensionality reduction or implicit feature selection.

e Why Feature Selection ? what Feature Selection can do
?
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What can FS/FC do ? @&

e Reduce the dimensionality (No. of features)

e« Improve the (classification) performance
e Simplify the learnt model

e Speed up the processing time

e Help visualisation and interpretation

e Reduce the cost, e.g. save memory

e and ?

\Multi-objective Problems — challenging
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Challenges in FS and FC &

e Large search space: 2" possible feature subsets

1990: n < 20

1998: n <= 50

2007: n = 100s

Now: 1000s, 1 000 000s
e Feature interaction

Relevant features may become redundant

Weakly relevant or irrelevant features may
become highly useful

e Slow processing time, or even not possible

12




« Large search space 2"

e Feature interaction

- Weakily relevant or irrelevant features may become highly
useful

- Relevant features may become redundant

° @0 €9 (§3) &

50% 80% 75% 82%

Challenges in FS and FC ,@@
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* On training set:

Constructed/
o Selected Subset Feature(s)
[nitialisation Feature(s) Evaluation
Goodness of
the Subset

Results
Evaluation

Stopping
Criterion

Feature FS/FC Process &
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Feature Selection Approaches ,@@

Based on Evaluation ——— learning algorithm

Three categories: Filter, Wrapper, Embedded
Hybrid (Combined)

Filter
Original i Selected
Features IS:elected Evaluation Features
eatures Measure)
Wrapper
iginal 1
Origina Selected earning Selected
Features \p Features
[Features lassifier
.. t————Learnt Classifier
| Learnt Clasifer |
Origina Embedded Method
eatures
—Selected Features
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Feature Selection Approaches @,&’

Generally:

Low Low High
Medium Medium Medium
High High Low
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Feature Selection

18

Feature Selection Approaches @,&/

Conventional approaches
The Relief algorithm
v Feature ranking method
The FOCUS algorithm
Sequential forward/backward selection
Sequential forward/backward floating selection

Evolutionary Computation (EC) based approaches

19

Evolutionary Computation (EC) “

e A group of techniques inspired by the principles
of biological evolution
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#\Why Evolutionary Computation ?,@@’

e Don't need domain knowledge

e Don’t make any assumption
- e.g. differentiable, linearity, separability, equality
e Easy to handle constraints
e EC can simultaneously build model structures
and optimise parameters

e Population based search is particularly suitable
for multi-objective optimisation

21

EC for Feature Selection

QL/E&

e EC Paradigms
e Evaluation
¢ Number of Objectives

\ Evolutionary Feature Selection

Bing Xue, Mengjie Zhang, Will Browne, Xin Yao. "A Survey on Evolutionary Computation Approaches to Feature Selecti
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EC for Feature Selection

QL/E&

¢ Genetic algorithms (GAs), Genetic programming (GP)

o Particle swarm optimisation (PSO), ant colony
optimisation(ACO)
+ Differential evolution (DE), memetic algorithms, learning
classifier systems (LCSs) i
‘ EC Paradigms ‘

—
A J
Swarm
Intelligence Oftaery [

I\

LCSs, ES)|
{ . ‘ AlS, etal.

Evolutionary
Algorithms

‘ GAs Memetic

Bing Xue, Mengjie Zhang, Will Browne, Xin Yao. "A Survey on Evolutionary Computation Approaches to Feature Selection",
IEEE Transaction on Evolutionary Computation, doi: 10.1109/TEVC.2015.2504420, published online on 30 Nov 2015 53

EC for Feature Selection

QL/E&

Evaluation
A\
Filter Wrapper Combined
Approaches Approaches Approaches
Filter Approaches ‘
\\_\_\_
-~ \_\_\
Information Correlation Distance Consistency Fuzzy Set Rough Set
Measure Measure Measure Measure Theory Theory

Bing Xue, Mengjie Zhang, Will Browne, Xin Yao. "A Survey on Evolutionary Computation Approaches to Feature Selection"
, IEEE Transaction on Evolutionary Computation, doi: 10.1109/TEVC.2015.2504420, published online on 30 Nov 2015 5,
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Over 25 years ago, first EC techniques
- Filter, Wrapper, Single Objective, Multi-objective

GAs for Feature Selection

Representation

- Binary string

Search mechanisms

- Genetic operators
Multi-objective feature selection
Scalability issue
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GP for Feature Selection

o Implicit feature selection
- Filter, Wrapper, Single Objective, Multi-objective
~
¢ Embedded feature selection ( Root |
e Feature construction Ve /\ _/\/\
“ Feature 1 : : + \’|
N /\;__
o« Computationally expensive TN N

:: Feature 4 :I |: Feature 5 ‘
N/ N
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PSO for Feature Selection

e Very popular in recent years
- Filter, Wrapper, Single Objective, Multi-objective
e Representation, continuous PSO vs Binary PSO
e Search mechanism
e Fitness function
’ 0.7 IO.]ZIU.MIO.&‘U.ZSIQO&I U.92|0A45 0.36‘0A80|0.67|0A30|0A41
. ‘1011001|0’01‘100‘
e Scalability !
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% GECCq
Start from around 2003

- Filter, Wrapper, Single Objective, Multi-objective
Representation
Search mechanism
Filter approaches

ACO for Feature Selection

[ Feature2 |

Scalability PN

{ Feature 4

\_/
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=22, DE, LCSs, and Memetic

* DE: since 2008
- potential for large-scale
¢ LCSs:

- implicit feature selection
- embedded feature selection

e memetic:

- population search + local search
- Wrapper + filter

A. Al-Ani, A. Alsukker, and R. N. Khushaba, “Feature subset selection using differential evolution and a wheel based
search strategy,” Swarm and Evolutionary Computation, vol. 9, pp. 15-26, 2013.

Z. Li, Z. Shang, B. Qu, and J. Liang, “Feature selection based on manifold-learning with dynamic constraint handling
differential evolution,” in IEEE Congress on Evolutionary Computation (CEC), pp. 332-337, 2014.

1.-S. Oh, J.-S. Lee, and B.-R. Moon, “Hybrid genetic algorithms for feature selection,” IEEE Transactions on Pattern
Analysis and Machine Intelligence, vol. 26, no. 11, pp. 1424 —1437, 2004.

S. Palanisamy and S. Kanmani, “Artificial bee colony approach for optimizing feature selection,” International Journal of
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Z. Zhu, S. Jia, and Z. Ji, “Towards a memetic feature selection paradigm [application notes],” IEEE Computational
Intelligence Mag- azine, vol. 5, no. 2, pp. 41-53, 2010.
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Related Areas (Applications) “4

* Biological and biomedical tasks

- gene analysis, biomarker detection, cancer classification, and disease
diagnosis
+ Image and signal processing

- image analysis, face recognition, human action recognition, EEG brain-
computer-interface, speaker recognition, handwritten digit recognition,
personal identification, and music instrument recognition.

o Network/web service

- Web service composition and development, network security, and email
spam detection.

Business and financial problems

- Financial crisis, credit card issuing in bank systems, and customer churn
prediction.

Others

- power system optimisation, weed recognition in agriculture, melting point
prediction in chemistry, and weather prediction.

Bing Xue, Mengjie Zhang, Will Browne, Xin Yao. "A Survey on Evolutionary Computation Approaches to Feature
Selection", IEEE Transaction on Evolutionary Computation, doi: 10.1109/TEVC.2015.2504420, published online on 30
Nov 2015 30
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PSO for FS: initialisation and updating “ 4

Initialise the position and velocity of
each particle

« Initialisation:
- Forward selection
- Backward selection
777777 - Mixture of both
e Updating:

- Consider the number of
features in the pest and
gbest updating

‘ Collect the features selected by a particle

Transform
training set

i
I
I
i
I
I
i
i ‘ Evaluate the classification performance
i
i
I
I
I
i according to fitness function
i

—

‘ Calculate the goodness of the particle ‘

‘ Update pbest and ghest ‘

Update the velocity and position of
each particle

>

Yes
¥

Return the best solution (Selected features)

Bing Xue, Mengjie Zhang, Will N. Browne."Particle Swarm Optimisation for Feature Selectionin Classification: Novel Initialisation and
Updating Mechanisms". Applied Soft Computing. Vol 18, PP. 261--276, 2014 3




#PSO FS: with backward elimination “ <

ackward
Elimination

| Collect features selected by ghest I

[ For the

first cluster |

Go to the

Calculate fitness values of all
selected features

All values
arger than (.

Yes

| Cpdategiet |

o Filter Measure
1 1
f’(S[) = ;1 (Rel(si) - lsl—_lRed(Sg))

o0 x;: the position value in the ith dimension

0 By adding ;, f'(s,) ensures that if two features has

the same f s) value, the one with a smaller position
value (i.e. smaller probability) will be removed

0 s; is removed only when f'(s;) < 0 and f'(s;) is the
smallest value

1
f(si) = (Rel(s;) = g Red(s1))

where,
Rel(s;) = 1(5;:¢)

1
Rds) =g ), 1Gs)

Si/SJES,S#S]

Rel(s;): relevance contribution of s; in §
Red(s;): redundancyin § caused by s;
s; should be removed if f(s;) < 0

Bach Hoai Nguyen, Bing Xue, Ivy Liu and Mengjie Zhang."Filter based Backward Elimination in Wrapper based PSO for Feature Selection in Classification",
Proceedings of 201 IEEE Congress on Evolutionary Computation. Beijing, China. 6-11 July, 2014. IEEE Press. PP.3111--3118.2015 33

Multi-objective

GECCe

PSO for FS

e Introduce and

Initialise the swarm, Leader set and Archive

|

develop the first
multi-objective PSO
approach to feature
selection

- Simultaneously o
minimise the
number of features
and the error rate

- ~105 citations since
June 2013 si1

Bing Xue, Mengjie Zhang, Will Browne. “Particle swarm
optimization for feature selection in classification: A multi-
objective approach, IEEE Transactions on Cybernetics, vol. 43,
no. 6, pp. 1656-1671, 2013. [ARC/ERA Tier A, IF 3.783]

.

Calculate crowding distance of solutions in
Leader set

]

S3[ selecta gbest for each particle from Leader
set based on a binary tournament selection
and crowding distance

52

S4

If pbest is dominated by current position of a
particle, update the pbest

S5[ Update the velocity and position of
each particle

56 ‘ Apply mutation operators |

l

S7[ Evaluate the two objective values of

each particle
Return Archive l
58‘ Identify non-dominated solutions to

Yes update Leader set
‘ |
Termination ? Update Archive ‘

Multi-objective PSO for FS

GECCe

¢ Introduce and develop the first multi-objective PSO approach

i Multi-objective PSO for FS :

GECCe

Binary VS continuous

to feature selection

- Simultaneously minimise the number of features and the

error rate

- ~105 citations since June 2013

Isolet5 (617, 1.55%)

[+ CMDPSOFS-A
—— CMDPSOFS-8
NSGAII-A
4~ NSGAII-B
- SPEA2-A
|-=— SPEA2-B

23

Error Rate (%)
2

1 50 100 150 200 250 300
Number of features

T-TEST ON HYPERVOLUME RATIOS ON TRAINING ACCURACY

Dataset Wine | Australian Zoo Vehicle | German [ WBCD
NS|CMD [NS | CMD [NS|CMD |NS [CMD NS [CMD | NS | CMD
NSPSOFS + + + + + +
CMDPSOFS | - - - -
NSGAII - = - = - = =
SPEA2 - = - = - = = = =
PAES = 1-1 = | -] - |- B =
Dataset Tung | Tonosphere | Hillvalley | Muskl | Madelon | Isolet3
NS [CMD NS | CMD |[NS|CMD NS |CMD [NS[CMD | NS [CMD
NSPSOFS + + + + + +
CMDPSOFS | - - - - -
NSGAII - - - - + - + = + + +
SPEAZ | - | - | - T [~ + =]+ [+ =+
PAES - |- -

Bing Xue, Mengjie Zhang, Will Browne. “Particle swarm optimization for feature selection in classification: A multi-objective
approach, IEEE Transactions on Cybernetics, vol. 43, no. 6, pp. 1656-1671, 2013. [ARC/ERA Tier A, IF 3.783]
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Hillvalley (100, 43.41)

517 C‘) +- CMDB-Ave
3 4~ CMDB-Best ~Ave: Average
: CMDC-Ave Results
48 - i -6~ CMDC-Best -Best: Best
i %  Stand Results
1 o Weights
S : '
< ¥ o4 « Example:
i) i + g * (20, 40), (20,42)
T 447 H B agn O (20, 41), (20,43)
14 ; + wl—uqmga Pot T,
o o D++D ED %{i o ¥ * +* -Ave: (20, 41.5)
g 3 + oo g + ++$ + -Best: (20, 40)
Ll i oo go % % %
404 © A o Py * AT
\‘b . .
| ~A
O
9
36 -
T T T T T T T T . .
i 710 20 30 40 50 ' 60

Number of features

Bing Xue, Mengjie Zhang, Will N. Browne."Multi-Objective Particle Swarm Optimisation (PSO) for Feature Selection". Proceedings of 2012 Genetic and
Evolutionary Computation Conference (GECCO 2012). ACM Press. Philadelphia, USA. 7-11 July 2012. pp. 81-88
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=2Vl probability based BPSO (PBPSO)

2T probability based BPSO (PBPSO)

. . Dataset Method |AveSize|BestAcc|AveAcc 4 StdAcc|Test 1|Test 2| Time
* Updating equations: AT 100 || 56.59
Hillvall BPSOfs 39.35 60.16 56.88 + 1.6322 = 50.28
rvatey PBPSOfy 31.08 || 61.26 | 58.25 + 1.6952 | + + |46.1
- All 166 83.92
) Musk1 BPSOfs 75.52 90.91 84.21 + 2.8401 = 13.96
+1) {1 - xid(t)' if rand() < pig us i}l?lsPSOfs 69.3 ||88.81 | 85.38 + 1.8087 | + + |27
X; = . 279 94.46
i x4 (1), otherwise Ferhyihmi BPSOfs | 99.7 || 95.14 | 94.21 403937 | - 16.97
IR PBPSOfy 63.42 || 9548 | 94.714+0.3405 | + | + [12.44
All 500 70.9
Pia = Po + Ppa + Pga Taiiion BPSOfs | 243.85 || 78.59 | 75.81 + 1.4905 | + 991.6
PBPSOfy 212.42 || 81.15 78.91 + 1.2565 + + |953.63
All 617 98.45
Isolet5 BPSOfs | 225.15 || 98.59 98.25 + 0.1354 - 384.16
. PBPSOfg 169.35 || 98.87 98.61 + 0.1248 + + [328.34
P = {pl' if xia(6) # yia(t) ATl 649 |[98.63
14 7 5 BPSOfs | 237.05 99.1 98.89 + 0.0923 + 692.54
0, otherwise Multiple Features| pppgord 17615 || 99.27 | 99.01 £ 0.1043 | + | + |s5144
P2, if xq(t) # Pia(0) Lew Mo
Pga = : Ydre - EPSOfs 917817 - Epsors
0, OtheTWlSE \2\ —— PBPSOfs l —— PBPSOfs
1
~ 010454 | 0.1580 ;&_\“_
where V. (t) represents pbest, and ¥, , represents gbest T NS T
£ 007374 £ 01400
Potprtp=1 £ : £
0.0429 "; 0.1220 -
‘N“"w% \\“"""'*w...,\
' . ' ) N } ) ' 0.0121 s 0.1040 ———
Bing Xue, Su Nguyen, Mengjie Zhang. "A New Binary Particle Swarm Optimisation Algorithm for Feature Selection". Proceedings of the 17th T % 0 5 50 100 T % ) 5 %0 100
European Conference on Applications of Evolutionary Computation (EvoApplications 2014). Lecture Notes in Computer Science. Vol. 8602. Granada,
Spain 23rd - 25th April 2014. pp. 501-513 Number of terations Number of terations
37 Bing Xue, Su Nguyen, Mengjie Zhang."A New Binary Particle Swarm Optimisation Algorithm for Feature Selection”. Proceedings ofthe 17th European Conferenceon 38
i f i y C i ications 2014). Lecture Notes in Computer Science. Vol. 8602. Granada, Spain 23rd - 25th April 2014.pp. 501-513
VICTORIA VICTORIA
el AV . . . GECCC el LV . . . GECCC
==l EC and Statistical Grouping for FS == EC and Statistical Grouping for FS
P . J Development of four new Initialise the swarm
e Introduce statistical feature clustering to feature el i dat =
. - pa Icle pOS| ion Up ate Evaluate the fitness of
selection and develop the first approach . h partic
P PP algorithms that 280 pATEcs
- reduce the size of the search space automatically select a single Update Pbest and
- #features: from 600 to ~12 e
ea - feature from each feature i .
. . e . . . pdate the velocity
- implicitly consider feature interaction cluster Repeat until_€ach particie
P
) v
-  Example: « As features are grouped by termination =, ate the position of { Return the best |
hod hi d o 1 2 imilari ) le f . each particle solution + fitness
» : 4 13
our method achieved accuracy 100%: {10, 7, 3} similarity, a single feature is | T f ,’4 'e_‘ 1 — o —
. . i ; . Probability (IMP)
»  Single feature ranking: 7, 10,12, 1,9, 11,6, 2,13, 5, 4, expected to provide enough
i i i C b Roulette Wheel Feature
3 information about its with Tournament Feature Sesontion (W)
Selection (MPTS
feature cluster
Mitchell C. Lane, Bing Xue, Ivy Liu, Mengjie Zhang. "Gaussian Based Particle Swarm Optimisation and Statistical Clustering for Feature Selection".
Bing Xue, Micthell C. Lane, Ivy Liu, Mengjie Zhang, “Particle Swarm Optimisation for Feature Selection Based on Statistical Proceedings of the 14th European Conference on Evolutionary Computation in Combinatorial Optimisation (EvoCOP 2014). Lecture Notes in Computer
PR .' g W 2 " . . o 9 Science. Volume 8600, Granada, Spain 23rd - 25th April 2014. pp. 133--144
Clustering’, Evolutionary Computation (Journal, MIT Press), Passed first round review with positive comments [ARC/ERA Tier A] Mitchell C. Lane, Bing Xue, Ivy Liu and Mengjie Zhang. "Particle Swarm Optimisation and Statistical Clustering for Feature Selection". Proceedings of the 26th
Australasian Joint Conference on Artificial Intelligence (Al2013) Lecture Notes in Computer Science. Vol. 8272. Springer. Dunedin, New Zealand, December
2013. pp. 214-220
39 40
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Information Theory Feature Selection

e Information theory in evolutionary feature
selection
- Fast algorithm — mutual information
- New measures, evaluate multiple features
- Evolutionary multi-objective filter feature

selection
F-MI 0.05 0.05 0.05 0.06 0.07 0.09 0.15 0.18
F-E 2.88 97.7 8.64 | 2795 | 9.85 256.57 | 2.96 236.42 )
F-RS 2.07 [2485.61 8.21 553 14.81 [1372.93 | 0.69 928.25
F-PRS 2.86 |2766.29 | 8.28 | 38.36 | 9.95 |1827.06| 0.68 911.3
W-SVM | 24.41 [5143.18 | 53.28 | 270.64 | 118.37 | 2441.21 5.4 10937.87
W-5NN 6.12 [9311.59 [ 18.89|264.51 | 72.72 |4095.07 | 1.68 1936.67
W-DT 5.19 189.43 [ 10.53 | 43.15 | 47.87 | 244.55 3.82 529.7
W-NB 13.46 | 304.08 | 15.89 | 150.37 | 19.42 | 377.24 4.13 706.23

Bing Xue, Liam Cervante, Lin Shang, Will Browne, Mengjie Zhang. “A Multi-Objective Particle Swarm Optimisation for Filter Based
Feature Selection in Classification Problems". Connection Science. Vol. 24, No. 2-3, pp. 91-116, 2012.

Bing Xue, Liam Cervante, Lin Shang, Will N. Browne, Mengjie Zhang. “Evolutionary Algorithms and Information Theory for Filter
Based Feature Selection in Classification". International Journal on Artificial Intelligence Tools. Vol. 22, Issue 04, August 2013. pp.
1350024 -- 1 - 31. DOI: 10.1142/S0218213013500243.

GECCe

Feature Selection Though Data Discretisation

Bare-

( Training Set

Bone Particle Swarm Optimisation

Two-stage (PSO-FS) * One-stage (PSO-DFS)

[ Test Set )

(Training Ser) ( Test Set ]

Data discretisation

Cut-points for Transform feature selecti
all features Data (PSO_DFS)
Proposed

Data discretization and

CDISC Trammg) C Disc. Test ) _
Feature selection
(PSO

Selected
Feature Subset

Cut-points for
Selected
Features

Transform
Data

Transform
Data

(New Training) [ New Test )

CNew Training) C New Test j l l

1 l Training a Test the trained
Training a Test the trained Classifier Classifier
Classifier Classifier

Binh Tran Ngan, Mengjie Zhang, Bing Xue. "Bare-Bone Particle Swarm Optimisati

Classification".

i Di ing and Selecting Features For High-Dimensional
Proceedings of the 19th European Conference on the Applications oi Evolu\lonary Computation (EvoApplications 2016, EvolASP 2016). Lecture

Notes in Computer Science. Vol. 9597. Porto, Portugal, March 30 - April 1, 2016. pp. 701-718

41 42
i Feature Selection Though Data Discretisation ““ ¢ Filter FS based on Rough Set “4
e Promote rough set theory for feature selection
Fl F2 F3 F4 FS ee FD - Othersl: ma|n|y < 200 features
Max | 10.2 | 20.5 | 127 | 4.5 | 50.1 -1.6 [ - ]
Particle’s e
Position | 7.2 | 10.4
= Boundary
| ———°
Not selected The lower 7 - )
Candidate approximation N\ .
solution "
The upper
approximatio
Binh Tran Ngan, Mengjie Zhang, Bing Xue. "Bare-Bone Particle Swarm Optimisati i Di ing and Selecting Features For High-Dimensional The target Set n
Classification". Proceedings of the 19th European Conference on the Applications oi Evolu\lonary Computation (EvoApplications 2016, EvolASP 2016). Lecture
Notes in Computer Science. Vol. 9597. Porto, Portugal, March 30 - April 1, 2016. pp. 701-718 43 44
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FS based on Rough Set
e [ poon | e

approximations
n Y x|
Yieq laprP U} xX€{EqCYy|
U] |EqC|
» U is the universe or the whole dataset
» Uis one class in the dataset
e EqC: equivalence classes

« aprP is the lower approximation in probabilistic
rough set theory

» A parameter «a to relax the definition of aprp

Fitness =

Bing Xue, Liam Cervante, Lin Shang, Will Browne and Mengjie Zhang."Binary PSO and rough set theory for feature selection: a
multi-objective filter based approach”. International Journal of Computational Intelligence and Applications (IJCIA), Vol. 13, No. 2
(2014). pp. 1450009(1-34)

Liam Cervante, Bing Xue, Lin Shang, Mengjie Zhang. "A Multi-Objective Feature Selection Approach Based on Binary PSO and
Rough Set Theory". Proceedings of the 13th European Conference on Evolutionary Computation in Combinatorial Optimisation

(EvoCOP 2013). Lecture Notes in Computer Science. Vol. 7832. Vienna, Austria. 3-5 April 2013. pp. 25-36

Liam Cervante, Bing Xue, Lin Shang and Mengjie Zhang. "A Dimension Reduction Approach to Classification Based on Particle
Swarm Optimisation and Rough Set Theory". Proceedings of the 25th Australasian Joint Conference on Atrtificial Intelligence.

GECCe

Lecture Notes in Artificial Intelligence.Vol. 7691. Springer. Sydney, Australia, December 2012. pp. 313-325 45 46
iGP for Embedded Feature Selection“ 4
Feature Selection Classification
<0 >=
Class + Class -

Soha Ahmed, Mengjie Zhang, Lifeng Peng and Bing Xue. "Genetic Programming for Measuring Peptide Detectability". Proceedings of the 10th

International Conference on Simulated Evolution and Learning (SEAL 2014). Lecture Notes in Computer Science. Vol. 8886. Dunedin, New Zealand.

December 15-18, 2014. pp. 593-604 47 48
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GECCe

Why Use GP for Feature Construction?

e GP is flexible in making mathematical and logical functions

e There isn’t much structural (topological) information in the
search space of possible functions, so using a meta-heuristic
approach (such as evolutionary computation) seems
reasonable.

Constructed .
Features Z:> —

Selected
Features

49

VICTORIA

GECCe

GP for FC: A System Diagram

¢ One constructed feature for ongclass
Constructed
Features

fi(x1, Xy ooy xm)

GP
Multiple-Feature
C

Training Data

Augmentation
Transformed
Training Data i
Transformed
Unseen Data

Classification
Algorithms

Neshatian, K.; Mengjie Zhang; Andreae, P., "A Filter Approach to Multiple Feature Construction for Symbolic Learning Classifiers Usini
Genetic Programming," in Evolutionary Computation, IEEE Transactions on , vol.16, no.5, pp.645-661, Oct. 2012 0

# GP for FC Measure: Entropy of Class Intervals ““

Defining a measure of goodness for a single feature:

e The interval of a class along a feature is determined by the
dispersion of the instances of that class along the feature
axis. The dispersion of instances themselves is related to the
distribution of data points in that class.

« An interval I is represented with a pair (lower, upper) which
shows the lower and upper boundaries of the interval. Ic is
used to indicate an interval for class c.

e The interval of class ¢ could be formulated as follows if the
class distributions were normal.

Ic = [,LLL - 3057 e + 30’(;}

« However, the normality assumption is not always satisfied.

Neshatian, K.; Mengjie Zhang; Andreae, P., "A Filter Approach to Multiple Feature Construction for Symbolic Learning Classifiers Usini
Genetic Programming," in Evolutionary Computation, IEEE Transactions on , vol.16, no.5, pp.645-661, Oct. 2012 1
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GP for FC Measure:Examples of good and bad class

GECCC
intervals
* Overlapping intervals
X
* Non-overlapping intervals
<3 =
X

Neshatian, K.; Mengjie Zhang; Andreae, P., "A Filter Approach to Multiple Feature Construction for Symbolic Learning Classifiers Usin
Genetic Programming," in Evolutionary Computation, IEEE Transactions on , vol.16, no.5, pp.645-661, Oct. 2012 2
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#l GP for FC Measure: Purity of Class Intervals “

* Given a discrete or categorical random variable C (the class
label) which can take values ci, c2, . . ., cL with probabilities
p(c1), p(c2),. . ., p(cL), the entropy of C is defined by:

H(C) = = 1, plei) logy plci)
where b is base of the logarithm and is usually 2.

¢ A class interval establishes a new probability space.Therefore,
the probability of classes in the above equation should be
conditioned on the values of the feature that fall in the
interval.

e Given X, a feature, C, the set of all class labels, and cx, the
class of interest with corresponding interval Icx, the entropy
of the interval of class c*xis
H(I+) = = 3 e plc|X € 1) logy ple| X € Is)

Neshatian, K.; Mengjie Zhang; Andreae, P., "A Filter Approach to Multiple Feature Construction for Symbolic Learning Classifiers Usin
Genetic Programming," in Evolutionary Computation, IEEE Transactions on , vol.16, no.5, pp.645-661, Oct. 2012 53

VICTORIA

#l GP for FC Measure: Original VS Constructed “

¢ 4 features, 3 classes

= =

constructed feature

al
1
1
value

[ RN T e

2hcamme smomecosedBBaanas cies Ll - 0 100 200 00 400 500 600
instance

| SN (SRS Fpem

100 200 00 200

00 400 500 600
nstance

Neshatian, K.; Mengjie Zhang; Andreae, P., "A Filter Approach to Multiple Feature Construction for Symbolic Learning Classifiers Usin
Genetic Programming," in Evolutionary Computation, IEEE Transactions on , vol.16, no.5, pp.645-661, Oct. 2012 54

GECCe

il GP for FC Measure: Multiple feature construction

e Construct multiple features from a single tree

F,

Constructed

Features C

Selected Features

' F, F, F, F,

Soha Ahmed, Mengjie Zhang, Lifeng Peng and Bing Xue."Multiple Feature Construction for Effective Biomarker Identification and
Classification using Genetic Programming". Proceedings of 2014 Genetic and Evolutionary Computation Conference (GECCO 2014). ACM
Press. Vancouver, BC, Canada. 12-16 July 2014.pp.249--256

F, F,
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Image Recognition/Classification
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Image Recognition/Classification /@@

e The traditional way

e Domain- speC|f|c pre-extracted features approach (DS-GP)

N

The input is raw image pixel values

aYa
\

The feature areas need to be designed by
domain-experts

Design

N\

Feature

Transform the pixel values of the selected
areas to a different domain

& ’
\/ Select a subset out of the extracted features
Feature (optional)
Selection J

N

N

Feed the extracted features (with or without
selection) to a GP-based classifier

Ui

Classification|

57

Images: Two-Tier GP Method /@@

Classification

Function
Random
Double

Classification
Function

[ Santom ) [ e |

Aggregation
Function

Classification
Function

Aggregation
Function
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Images: Two-Tier GP Method

e Method: DWST
e Dataset: Faces

e Accuracy
- Training: 97.23%
- Test: 97.27%

B

59
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Images: GP-Surff @@

« Improve domain-independent object classification in images
by using GP techniques.

w,;;,fDesigning a program representation that is capable of detecting sub-regions
7 _’W of the image that are rich in features;

Constructing a classification system to extract features from the selected
regions and then use a SVM classifier and voting scheme to predict the class
label; and

Investigating whether the regions detected by the new method are similar to
those designed by domain experts.

~

-

]33] [ 0]

0 1

Andrew Lensen, Harith Al-Sahaf, Mengjie Zhang and Bing Xue. "A Hybrid Genetic Programming Approach to Feature Detection and Image Classification". Proceedings 0f2015 60
the 30th International Conference on Image and Vision Computing New Zealand (IVCNZ2015). IEEE Press. Auckland.23 - 24 Nov 2015. pp. (to appear)




Images: GP-Surff

* A program evolved on JAFFE, average over 95% test
accuracy

e The program detect 4 interesting regions

Images: GP-HoG Method

e GP-HoG uses strongly typed GP to perform three tasks in
the same tree structure.

« All layers are trained simultaneously and coherently.
e Output of the tree is thresholded.

Feature Construction:

Region
Detection:

iy |
| |
% Eall |
- [ &
d —— Andrew Lensen, Harith Al-Sahaf, Mengjie Zhang, Bing Xue. "Genetic Programming for Region Detection, Feature Extraction, Feature Construction and
Classification in Image Data". Proceedings of the 19th European Conference on Genetic Programming (EuroGP 2016). Lecture Notes in Computer
Andrew Lensen, Harith Al-Sahaf, Mengiie Znang and Bing Xue. A Hybrid Geneti Programming Approach o Feature Detection and Image Classifcation". Proceedings of 2015 theg 1 Science. Vol. 9594. Porto, Portugal, March 30 - April 1, 2016. pp. 51-67 62
30th International Conference on Image and Vision Computing New Zealand (IVCNZ2015). IEEE Press. Auckland. 23 - 24 Nov 2015. pp. (to appear)
GECCC GECCC
.
Images: GP-HoG Method
e The below tree has 98% training e The below tree has 95% training
and 95% test performance on and 100% test performance on
the Jaffe dataset despite being the Jaffe dataset.
very simple.
Biology
Andrew Lensen, Harith Al-Sahaf, Mengjie Zhang, Bing Xue. "Genetic Programming for Region Detection, Feature Extraction, Feature Construction and Classification in Image C
64
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e Due to the nature, the MS data production process is very
expensive (costs around 2,000 NZD daily) and time

Biology @,@

Biological Datasets

consuming (around two weeks to produce a single sample). 6771 181
e The number of samples available is very small and the 15154 253
number of features in each sample is extremely large.
e Moreover, the features of interest are too small. 15000 216
« The classification of MS data is so challenging. 15000 322 4
7105 115 4
10,000 200 2
773 40 4
365 40 4
65 66
Biology Q@ Biology @,@

Proteins Metabolites

Sample
lon y  Mass b 4 Detector
Source Analyzer ‘ ‘
‘ l ‘ I ‘\‘ H‘ b
Mass spectrometry S "z
A ectrum
Data Analysis P

67

=~

Figure 1.1: Stages of the biomarker identification process

Verification

Biomarker Detection

University of Wellington, New Zeal

Detection in Classificati

for
land

of Mass

Data, PhD thesis, 2015, School of Engineering and Computer Science, VictorisS
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. . . GECCQ . HY =] . GECCQ
Biology: Feature ranking and GP FS Biomarker Identification
m/z values in Apple-plus [ New Method (9 v) Method 2 (3V)
data set (12 biomarkers)
EEFWA 7 7
o 471.09 v v
Original N-GP runs —m_ 107.05, 169.05, 238.05, 27 v X
|| || | | : 5.09, 456.11, 459.13
Il ! 456.62, 475.10 X X
ol on o i Ranking Features 449.11 v v
accordingto 229.09 v X
eir usage in
the GP programs
Apple minus m/z (5 New Method (5 v') Method 2 (2V)
| | | selecting biomarkers)
x <—| Evaluation [€— top-ranked
‘eatures 4 - J x
MM 5 GR
P I T 447.09 v v
Datet 273.03 v v
435.13 v X
Figure 3.6: Biomarker detection of the proposed method in comparison
with IG and RF. 227.07 A X
Soha Ahmed, Mengjie Zhang, Lifeng Peng. "Improving Feature Ranking for Biomarker Discovery in Proteomics Mass Spectrometry Data using Soha Ahmed, Mengjie Zhang, Lifeng Peng and Bing Xue."Multiple Feature Construction for Effective Biom: and Cl using Genetic P
Genetic Programming"”. Connection Science. Vol. 26, Issue 3, 2014. pp. 215-243 69 Proceedings of 2014 Genetic and Evolutionary Computation Conference (GECCO 2014). ACM Press. Vancouver, BC, Canada. 12-16 July 2014.pp.249--256 70
Geccs -—22259 Biology: PSO with local search on pbest and Geccs

Biology:GP for Measuring Peptide Detectability

Pepetide Data set

540 property

Calculate peptides’
physicochemical
properties

MS/MS Search

/4raining Set (50%)
d

GP classifier an

! !

Test Set (50%)

feature selector

\
. . Peptide

—>/ Classifcation Detection

Probabilit

Properties

Soha Ahmed, Mengjie Zhang, Lifeng Peng and Bing Xue. "Genetic Programming for Measuring Peptide Detectability". Proceedings of the
10th International Conference on Simulated Evolution and Learning (SEAL 2014). Lecture Notes in Computer Science. Vol. 8886.

Dunedin, New Zealand. December 15-18, 2014. pp. 593-604
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resetting gbest (PSO-LSRG)

Swarm random

initialization

|
q|

Evaluate fitness of each particle

(Return the best solution )

articles found
better pbest ?
No

Update pbest
Local search for better pbest

Stopping criteria is met?

Update particle’s velocity and
position
A

Update gbest

Thest not improved for
m iterations ?

Use a filter measure to identify:

1 Reset gbest to 0

—Relevant features: correlated to the class label.
—Redundant features: correlated with each other.
« Symmetric uncertainty (SU) is a normalised version of information gain (IG).

Binh Tran, Mengjie Zhang and Bing Xue, "A PSO Based Hybrid Feature Selection Algorithm For High-Dimensional Classification". Proceedings of
2016 IEEE World Congress on Computational Intelligence/ IEEE Congress on Evolutionary Computation (WCCI 2016 /CEC2016). Vancouver,

Canada. 24-29 July, 2016. pp(to appear)
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Biology: PSO with local search on pbest and
resetting gbest (PSO-LSRG)

GECCe

VICTORIA
Nolutionary: &
Y

DLBCL

150

e A PSO based hybrid FS algorithm for high-
dimensional classification.

100
I

e PSO-LSSU combines wrapper and filter
measures:

- The fitness function.
- The local search.

e PSO-LSSU achieved much smaller feature
subsets with significantly better classification
performance than the compared methods in
most cases.

50 100 150 200

0
L

= PSO-LSRG === PSO-LSSU

%g g 5 - 6 times faster
N than PSO

5

o
. [I]. . m[h[H
SR DL 9T LK1

Binh Tran, Mengjie Zhang and Bifkg X0e, "A PSC BRSAd Hybrid Faathrs gelfescﬁon A\gmno ¥§§-Pgh Di cf 12016 [EEE World Congresson -3
c onal Intelli IEEEC (WCCI2016 /CEC2016). Vancouver, Canada. 24-29 July, 2016. ppto appear)
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Feature Selection Bias

GECCe

 Many works on bio-data containing feature selection

- which leads to biased results
- conclusion might change

| (a) With bias

Feature Selection
Whole dataset *10-CV or LOOCY in each evaluation

Classification
Accuracy

(b) Without bias |

Je——Whole dataset——
[Training set| |1
] Test set

HEEENEREEE

Feature Selection Selected | [ Classification

on Training Set Features estsel Accuracy

Feature Selection Selected Classification
. Test set:

on Training Set Features Accuracy

Feature Selection Selected | o] Classification
on Training Set Features Accuracy

Classification
Accuracy

Binh Tran, Bing Xue and Mengjie Zhang. "Investigation on Particle Swarm Optimisation for Feature Selection on High-dimensional Data: Local Search and Selection Bias", Connection

Science, Accepted April 2016
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—220)) GP for FS and FC

(a) Subset 1: Constructed feature only;

(b) Subset 2: Original feature set augmented by the
constructed feature;

(c¢) Subset 3: Terminal features used to construct the j
new feature; ]

(d) Subset 4: The combination of subset 2 and 3; T

(e) Subset 5: Multiple features constructed from all
possible subtrees of the best GP individual;

(f) Subset 6: The combination of subset 3 and 5;

Figure 1: Leukemia constructed feature
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Figure 2: Feature X95735_at and D42043_at
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Figure 3: D13637_at and D78611_at
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Figure 4: Constructed Features

Leukemia bLBCL

8
D13637_at D Lat

Binh Tran, Bing Xue and Mengjie Zhang. "Genetic Programming for Feature Construction and
Selection in Classification on High-dimensional Data", Memetic Computing, vol 8, Issue 1, pp3-15.
2016

aL
o

Feature:

—220)) GP for FS and FC

a0 e

s w0 s e

0 0s [T 00 0s o 0s 00 0s -

Leukemia

feature

HIHMMI

Leukemia four selected features

7000
6000
5000
4000 H

_
1
of ==

Binh Tran, Bing Xue an o0

AT -

dimensional Data", Mel 1 2

79

GECCe

Jr

ation on High-

76




GP for FS and FC

Binh Tran, Bing Xue and Mengjie Zhang. "Genetic Programming for Feature Construction and Selection in Classification on High-

dimensional Data", Memetic Computing, vol 8, Issue 1, pp3-15. 2016
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Work from ECRG

l Evolutionary Feature Selection ’

Evolutionary ‘ Filt ‘ Wrapper | Combined Singl: Mult

orithms Approaches Approaches Ol Objective
LCSs, ES,
GA o AlS etal

Filter Approaches
Information Correlation Distance Consistency Fuzzy Set Rough Set
Measure Measure Measure Measure Theory Theory
78

Work from ECRG

l Evolutionary Feature Selection

Filter Approaches

x
Information ,_‘«Tl‘:lzu;xln"r‘ Distance

\Measure ¢ \ Measure o'\ Measure | | _Measure 4

Fuzzy Set
Theory |

Number of Objectives

Issues and Challenges

. Scalability Problem

o thousands, tens of thousands, and even millions

. Computational Cost

. Search Mechanisms

. Measures

. Representation

. Multi-Objective Feature Selection
. Feature Construction

. Number of Instances
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