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ABSTRACT

Residential and commercial buildings are responsible for about 40% of primary energy consumption in the US. The design of a building has tremendous effect on its energy profile, and recently there has been an increased interest in developing optimization methods that support the design of high performance buildings. Previous approaches are either based on simulation optimization or on training an accurate predictive model to replace expensive energy simulations during the optimization. We propose a method, suitable for expensive multiobjective optimization in very large search spaces. In particular, we use a Gaussian Process (GP) model for the prediction and devise an active learning scheme in a multi-objective genetic algorithm to preferentially simulate only solutions that are very informative to the model’s predictions for the current generation. We develop a comprehensive and publicly available benchmark for building design optimization. We show that the GP model is highly competitive as a surrogate for building energy simulations, in addition to being well-suited for the active learning setting. Our results show that our approach clearly outperforms surrogate-based optimization, and produces solutions close in hypervolume to simulation optimization, while using only a fraction of the simulations and time.
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1. INTRODUCTION

Residential and commercial buildings are responsible for about 40% of primary energy consumption in the United States, and reducing this consumption will play an important role in taking practical steps toward a sustainable society and the reduction in usage of the corresponding non-renewable resources [23, 36]. Enhancement of the energy efficiency of buildings is certainly a key task contributing to an immediate reduction of energy consumption and carbon emissions [40]. In particular, the design of the building has a major impact on its energy footprint. There are several factors affecting the building energy efficiency, such as floor plan design, building orientation, construction materials, daylight and solar control measures, and activity-related parameters. These have to be considered during the conceptual stage of a project, since any attempts at improving energy efficiency in the later stages could be more costly or impossible. Several software packages have been developed to accurately simulate building energy consumption (e.g., EnergyPlus, DOE-2, and Green Building Studio) and to support decision makers at the design phase to produce more energy-efficient structures. However, in reality, simulation tools are mainly used to validate the performances of the final design of a building rather than exploring multiple design possibilities [11].

Recently, optimization approaches have been proposed to support building design. To achieve optimal energy performance and reduce manual efforts of exploring design options, several optimization techniques, such as Genetic Algorithms [4, 20, 34, 32, 21, 2], have been proposed. Most computational tools for building design optimization support workflows, which directly combine genetic algorithms with accurate building simulation software [4, 20, 32, 34]. The major disadvantage of such approaches is that simulations are computationally expensive. One way to address this is to replace the expensive simulations with fast surrogate methods for estimating the energy consumption of the proposed design. A couple of recent papers have investigated the use of genetic algorithms coupled with a predictive model of energy consumption. The predictive model is pre-trained on simulated data, and is used to quickly evaluate candidate solutions without directly interfacing with the simulation during search. [21] combined a feed-forward neural network model with NSGA-II [8] genetic algorithm to optimize building design for energy consumption and comfort. [2] followed a similar approach based on a neural network and a genetic algorithm to optimize decisions about retrofitting a building. Although these approaches already improve over a simulation-optimization strategy, the use of neural networks as the predictive model necessitates large amounts of training data for accurate prediction over many design variables. Furthermore, approaches based on a pre-trained surrogate model that remains static during the optimization phase can easily suffer from bad predictive performance as the search uncovers configurations that are significantly different from the training data.

The computational shortcomings described above are common to all large-scale multi-objective expensive black box optimization problems, which arise in many application areas. We propose a novel method that integrates the machine learning and optimization components more tightly, based on a specific form of active
learning to improve the surrogate model during evolutionary optimization. To achieve savings in computation, we train our predictive model on a small set of simulated samples. However, during the optimization, additional configurations are simulated and added to the training data. In particular, we use Gaussian Process (GP) model for prediction and a multi-objective genetic algorithm for the optimization. In contrast to previous approaches that usually pick individuals that are most uncertain, at each new generation, our active learning strategy selects to simulate the offspring that resolve the most uncertainty about the remaining offspring, leveraging GP’s properties. While our proposed framework is applicable in the context of any multi-objective population-based optimization approach, we present an instantiation of our method using the well-known NSGA-II algorithm.

We develop a comprehensive and publicly available benchmark for building design optimization, consisting of a realistic commercial building with many design parameters, along with the corresponding energy consumption and cost. We evaluate 5 machine learning approaches that have been proposed for building energy prediction on our dataset, and show that the Gaussian Process model is a competitive predictive approach to building energy consumption, in addition to being well-suited for the active learning setting. We compare our approach against the previously proposed 2-stage approach of (passive) learning and optimization, as well as against a baseline where each configuration explored during search is simulated. Our results show that our approach produces solution with competitive Pareto front hypervolume, while using only a fraction of the simulations.

2. BACKGROUND

2.1 Multi-objective optimization

We formulate the building design problem as a Multi-Objective Optimization (MOO) problem, where we try to simultaneously optimize n objective functions \( f_1, f_2, \ldots, f_n \) over a design space \( E \). We use the notation \( f(x) = (f_1(x), \ldots, f_n(x)) \) to denote the vector of all objective function values on input \( x \in E \). We also use \( f(E) \) to denote the objective space of the MOO problem.

Pareto Frontier. Since there is no single optimal solution of a MOO problem, the objective is to find the Pareto frontier which gives the best compromises amongst the multiple objectives. A point \( y' \in f(E) \) is preferred to \( y \in f(E) \), written as \( y' \succ y \), if \( y' \) is no worse than \( y \) in any objective and is better in at least one. The Pareto frontier is then given as:

\[
    f(P) = \{ y' \in f(E) : \{ y'' \in f(E) : y'' \succ y', y'' \neq y' \} = \emptyset \}
\]

**Hypervolume:** a solution quality metric for the Pareto front.

A fundamental problem with the Pareto front solution of a MOO problem is to compute the quality of the generated solution. One quality metric that is often used is the Hypervolume metric [42], i.e. the volume enclosed by the Pareto frontier in the objective space. The hypervolume of Pareto front \( P \) is the volume enclosed by the origin and \( f(P) \), assuming all the \( f_i \) to be non-negative (that can be easily established by shifting if the minimum is known). The hypervolume of an arbitrary set \( S \subset E \) is defined similarly after all dominated points in \( S \) have been removed. When all the objectives are to be minimized (which can be established by negating any maximizing objective), a solution set with a smaller hypervolume is preferred over other solution sets.

**MOO solution approaches.** Multi-objective optimization has always been an active area of research due to its applicability in real-world problems and the inherent challenges it brings about.

Population-based evolutionary algorithms such as NSGA-II [8] have proven to be extremely effective for this class of problems. In addition to having multiple objectives, real engineering optimization problems do not typically have analytical objective functions, and need rather time-consuming simulations or experiments to evaluate the objectives, adding yet another layer of complexity. Such problems are referred to as expensive black-box optimization problems. Using simulation optimization, which leverages methods for multi-objective optimization directly by simply evaluating each candidate solution using the true (and expensive) objective functions, is usually prohibitive in such settings. Instead, surrogate-based optimization approaches have been proposed (see [15] for a review).

Surrogate functions are computational models constructed with data, collected by running (hopefully few) expensive evaluations of the true objective/fitness function. In the simplest form of surrogate-assisted evolutionary optimization, the search proceeds using solely the surrogate for all evaluations, assuming it can provide sufficiently accurate fitness evaluations. However, serious limitations of this assumption have highlighted the need for model management, which is mainly achieved by using the surrogate together with the real fitness function. One popular way of using surrogates for fitness evaluations is on the individual level, where the real fitness function is used for fitness evaluations for some of the individuals in a generation. Hence, selection is based on a mix of surrogate and real-fitness values among the offspring candidates.

How to choose which of the individuals are to be evaluated using the true expensive objectives is a key research question that has been addressed in many different ways. Three main groups of ideas are to evaluate 1) the individuals that potentially have a good fitness function, 2) a representative set of individuals with respect to the population, or 3) those that have high degree of uncertainty in their surrogate prediction. The idea that evaluation of individuals with uncertain surrogate prediction may be effective in improving the approximation accuracy of the surrogate is similar to the idea of active learning [6]. The estimation of the prediction uncertainty can be achieved with different methods, such as the average distance to the closest data samples used for constructing the surrogate, or using an ensemble of surrogate models. The most often used surrogate model for estimating model uncertainties are Gaussian Processes [26], which have been employed in numerous surrogate-assisted evolutionary approaches [38, 10, 16]. However, choosing to evaluate individuals simply based on their uncertainty
is quite myopic. Ideally, one wants to make sure that the surrogate makes good predictions on all individuals, and especially locally on the ones in the current population.

### 2.2 Gaussian Processes

Among Bayesian tools that are applicable to real-world statistical problems, Gaussian process (GP) modeling has been shown to be a powerful approach for inference over functions and a practical probabilistic kernel machine, as it can inherently quantify the uncertainty associated with prediction due to its probabilistic nature (unlike other kernel methods like SVM). In many applications, GPs perform competitively to other regression approaches, including in our motivating application in building design as we will show in section 4.2.

A Gaussian Process [26], as a stochastic process, provides a powerful tool for probabilistic inference on an infinite-dimensional space of functions, \( \{f(x)\} \), where any finite collection of random variables have a joint multi-variate Gaussian distribution, and the random variables in GP represent the value of \( f(x) \) at \( x \). Generally, GP is classified as a non-parametric supervised learning method defining a prior on the space of functions, which could be written as \( f(x) \sim GP(m(x), k(x, x')) \), and is defined by its mean \( m(x) \) and covariance function \( k(x, x') \). Given the training dataset \( \{x_t, y_t\} = \{(x_1, y_1), \ldots, (x_n, y_n)\} \), where \( n \) is number of samples, the prediction (mean value) and confidence (standard deviation) for a new data point \( x' \) are calculated as:

\[
g(\hat{x}) = K(x_t, x')C^{-1}Y_t \tag{1}
\]

\[
\sigma^2_{g(x')} = k(x', x') - K(x_t, x')C^{-1}Y_t \tag{2}
\]

In the above equations, \( C \) is the covariance matrix of the training dataset and \( K(x_t, x') = [k(x_1, x'), \ldots, k(x_n, x')] \) is the vector of covariances between the training data and the data point \( x' \).

Common covariance functions are linear, squared exponential, \( \gamma \)-exponential, and Matérn with automatic relevance determination (ARD). Matérn covariance functions with ARD [1], where the degree of Matérn covariance function is \( d = \{3, 5\} \), simplifies to:

\[
k_d(x, x') = g_d(\sqrt{d}r)exp(-\sqrt{d}r) \tag{3}
\]

where \( g_z(z) = 1 + z, g_3(z) = 1 + z + z^2/3 \), and \( r \) defines the distance between the two points as follows: \( r = \sqrt{(x - x')^T P(x - x')} \), where \( P \) is a diagonal matrix with ARD parameters \( \{\ell_1, \ldots, \ell_D\} \) and \( D \) is the data input dimension.

GPs are inherently dense representations and need all the training data set for inference. Exact inference on GP for a data set of size \( n \) has time complexity \( O(n^3) \) and space complexity \( O(n^2) \), due to size of the kernel matrix. However, there have been several approximate or online methods proposed recently to overcome the computational problem of GPs, making it applicable to large-scale problems as well [24, 13]. Many of these methods approximate the process by sparsifying the GP and keeping the rank of covariance matrix constant by learning basis vectors. Other approaches include partitioning the dataset into local groups, and building a committee of expert GP models to tackle the computational problem [29]. Both of these efficient variations on the original GP can potentially significantly reduce the computational burden of our proposed framework and enhance its scalability to large-scale real-world applications such as sustainable building design.

### 3. PROPOSED METHOD

In order to facilitate fast building design optimization that does not require many simulations, we propose a novel individual-level model management in GP-assisted evolutionary algorithms for large-scale expensive black-box optimization. First, the predictive model is pre-trained with a small number of simulated samples. Then during the optimization some offspring are carefully selected to be simulated and added to the training dataset.

#### Active Learning with Gaussian Processes

The main goal of active learning is to query points which are the most informative to the learning algorithm. The uncertainty estimate at test points offered by GP has been used as the active learning selection criteria in numerous settings. However, the information it maximizes is local to the single selected test point. Instead, here we employ a more effective active learning strategy, based on selecting the test point which resolves model uncertainty on other test points we need to predict on. Since all these meta-heuristic evolutionary optimization algorithms are iterative and they gradually improve the quality of the populations, the overall performance of the surrogate model contributes more to the final performance of the optimization framework, than labeling few of the most uncertain points.

Specifically, GPs allow us to directly evaluate the effect of adding a new data point on the overall prediction accuracy of the model. [27] studied a method for active learning with GPs based on the minimization of the generalization error. The goal is to choose the query \( \hat{x} \) that when added minimizes the overall variance of the estimator. The variance on a reference data point \( \xi \) after adding a query candidate \( \hat{x} \) to the training dataset is defined by \( \sigma^2_{\hat{g}(\xi)}(\hat{x}) \). Therefore, the change in variance is:

\[
\Delta \sigma^2_{\hat{g}(\xi)}(\hat{x}, X_{tr}) = \sigma^2_{\hat{g}(\xi)}(\hat{x}) - \sigma^2_{\hat{g}(\xi)}(\hat{x})
\]

\[
= \frac{(K(X_{tr}, \xi)^T C^{-1}K(X_{tr}, \hat{x}) - k(\hat{x}, \xi))^2}{(k(\hat{x}, \hat{x}) - k(X_{tr}, \hat{x})^T C^{-1}K(X_{tr}, \hat{x}))} \tag{4}
\]

In the above equation, \( C \) is the covariance matrix of the training dataset and \( K(X_{tr}, s) = [k(x_1, s), \ldots, k(x_n, s)] \) represents the vector of covariances between the training data and a sample \( s \). Therefore, \( K(X_{tr}, \xi) \) and \( K(X_{tr}, \hat{x}) \) represent the training data covariance with the reference point \( \xi \) and the query candidate \( \hat{x} \), respectively. The overall impact of adding \( \hat{x} \) is measured as the average of \( \Delta \sigma^2_{\hat{g}(\xi)}(\hat{x}, X_{tr}) \) over a set of reference points. High value means high reduction in variance, and so such candidate points should be preferred for active labeling. If the search space is small, the reference set could be the whole search space, but this is rarely the case in real applications. In the context of evolutionary algorithms, the reference set has another very natural realization. In each generation of the algorithms we need to make predictions for the new cohort of offspring, and these predictions will play a critical role in selecting who survives to the next generation. Therefore, we propose to use the current offspring as the reference set for our active learning selection. In other words, we exploit GP to minimize the mean estimated posterior variance over the input distribution of interest, which is the offspring population of each iteration.

#### Algorithm

We exemplify our model management in the context of non-dominated sorting genetic algorithm (NSGA-II) [8], however any evolutionary algorithm can benefit from this scheme. The algorithm proceeds in generations, where a new population of candidate configurations is produced at each step. We evaluate the effect of adding each candidate to the training dataset by Eq. 4 using the rest of the new candidate solutions as reference points. When there are more than one expensive objective functions, we have a GP surrogate for
Algorithm 1: Optimization coupled with active learning using NSGA-II and GPs.

**input**: \((X_{tr}, Y_{tr}) = (x_i, y_i), i = 1, \ldots, n\): samples used for pre-training GP

- \(n_p\) = population size
- \(n_{mg}\) = maximum number of generations
- \(O\) = objective functions
- \(\delta\) = threshold for active query selection

1. Initialize \(P_0\) population of size \(n_p\)
2. \(X_{tr} \leftarrow X_{tr} \cup \text{ActiveQuery}(P_0, X_{tr})\)
3. Retrain GPs using \(X_{tr}\)
4. Evaluate \(P_0\) using GPs
5. for \(p \leftarrow 1\) to \(n_{mg}\) do
   6. Generate new population \(P_p\) of size \(n_p\)
   7. \(X_{tr} \leftarrow X_{tr} \cup \text{ActiveQuery}(P_p, X_{tr})\)
   8. Retrain GPs using \(X_{tr}\)
   9. Evaluate \(P_p\) using GPs
   10. Combine \(P_p\) and \(P_{p-1}\)
   11. Extract new population using fast non-dominated sorting
   end for
12. Function \(Q = \text{ActiveQuery}(P, X_{tr})\):
   13. \(Q \leftarrow \emptyset\)
   14. for \(\hat{x} \in P\) do
      15. \(R \leftarrow P - \{\hat{x}\}\)
      16. for \(\xi \in R\) do
          17. Compute \(\Delta \sigma^2_{\hat{x}, \xi}(\hat{x}, X_{tr}), \forall k \in O\)
      end for
      18. if \(\text{AVG}_{\xi \in R} [\text{AVG}_{\xi \in O}(\Delta \sigma^2_{\hat{x}, \xi}(\hat{x}, X_{tr}))] > \delta\) then
          19. \(Q \leftarrow Q \cup \hat{x}\)
      end if
   end for

end for

Related Work

Most related to our work are approaches that use GP-based surrogates for multi-objective optimization. One of the successful solutions proposed so far is the PAREGO model proposed in [16]. In this approach, the multi-objective function is translated to a scalar cost function using Tchebycheff function with different parameter values at each iteration, and a GP is fitted to predict the objective function. Even though they have used GP in this paper, any method with confidence prediction capability might be used as well. In this algorithm, the new point to be evaluated through the expensive simulation is selected based on the expected improvement of the solution. One of the main disadvantages of PAREGO is that the prediction models need to be re-trained from the scratch at each iteration for the subsample of the population, which can easily add up to the error due to the subsampling process and increase the time needed to train the model. However, in our proposed method, the GP can be updated incrementally and efficiently.

[43] presented the active learning-based framework, PAL, for finding Pareto-Optimal solution where the input space is discrete or can be reasonably discretized and subsampled. This approach classifies each design candidate from the search space into either Pareto optimal or not, iteratively. To this aim, they deployed GP trained on a small subsample of the design space to evaluate each candidate and the uncertainty bound associated with it. The main drawback of this algorithm is its use of all data points in the search space to choose the next sample to be added to the training set, which clearly limits the applicability of this method.

4. EXPERIMENTAL RESULTS

4.1 Building Design Problem

We aim to create a benchmark building model with a considerable number of decision variables that closely matches real-case design scenarios. Our benchmark is based on an open-plan side-lit building plan (OD), shown in Figure 2, developed as one of four UK office buildings archetypal models analyzed in [18]. The major drawback of the original model is that many of the design parameters were applied uniformly to the whole building. In practice, designers often assign different building materials, window types, etc., to different building parts in order to meet project requirements. In our benchmark, different parameters were assigned to each of the four individual exterior facades. The parameters and their associated values are presented in Table 1. All the other parameters in the model have been fixed to default values. For the meanings and the details of values, please refer to the description in [18].
4.2 Energy Consumption Prediction

Exploiting data-driven models to predict the energy consumption of buildings from their design variables has drawn the attention of many researchers in recent years. Many variations of supervised regression approaches have been utilized for this purpose (for a survey see [41]): neural networks [22, 21, 35, 37]; support vector machines (SVM) [9, 19], decision trees [36, 31], random forests [30], Gaussian Processes [40, 17], and others.

We first use our benchmark dataset to evaluate several models for predicting energy consumption using the building design parameters as input features: ensemble methods of random forest (RF) [3]; least squares boosting (LSBoost) [12]; neural network (NN) [12]; support vector regression (SVR) [33]; and Gaussian process (GP) [26]. The details of the methods and their parameters are listed in Table 2. Moreover, in the experiments, we used MATLAB’s toolboxes for NN, RF, and LSBoost, the LIBSVM toolbox [5] for SVR, and the GPML toolbox [25] for GP. The performance was evaluated based on root mean square error (RMSE) and correlation coefficient ($R^2$).

Input variables were normalized to the range [0,1] for better training performance. The model selection was done with 10-fold cross validation on the 5000 samples, and performance was measured on the additional 1000 samples, reported in Table 3. The Neural Network performs slightly better than GP on RMSE, and they both have the best correlation coefficient. While GP is competitive on performance with big enough training set, it also has a fast learning curve as can be seen in Fig. 3. The learning curve is obtained by training the GP model based on different number of samples and then measuring its performance on 1000 independent testing samples. These results confirm that GP is an appropriate choice for energy regression in the context of building design.

4.3 Comparison with passive learning and simulation techniques

We conducted a comparative study between simulation-based optimization (Opt-Sim), optimization using predictive models (Opt-PL), and our method, active learning for optimization (Opt-AL). After studying the learning curve for GP, we set the training size for Opt-PL to 2000 as a good compromise between quality and time.
Figure 4: The Pareto front between heating and cooling energy obtained by Opt-Sim, Opt-PL and Opt-AL. Best seen in color.

Figure 5: opt-AL last generation predicted and ground Pareto front

Figure 6: opt-PL last generation predicted and ground Pareto front

Table 4: Number of simulations and run-times for Opt-Sim, Opt-PL and Opt-AL.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Opt-Sim</td>
<td>-</td>
<td>2000</td>
<td>0</td>
<td>2000</td>
<td>867</td>
<td>3.570</td>
<td>0.00%</td>
</tr>
<tr>
<td>Opt-AL</td>
<td>500</td>
<td>299</td>
<td>50</td>
<td>849</td>
<td>414</td>
<td>3.683</td>
<td>3.17%</td>
</tr>
<tr>
<td>Opt-PL</td>
<td>2000</td>
<td>-</td>
<td>50</td>
<td>2050</td>
<td>933</td>
<td>3.716</td>
<td>4.09%</td>
</tr>
<tr>
<td>Opt-PL</td>
<td>1000</td>
<td>-</td>
<td>50</td>
<td>1050</td>
<td>462</td>
<td>3.835</td>
<td>7.42%</td>
</tr>
<tr>
<td>Opt-PL</td>
<td>500</td>
<td>-</td>
<td>50</td>
<td>550</td>
<td>220</td>
<td>3.926</td>
<td>9.97%</td>
</tr>
</tbody>
</table>

For optimization using NSGA-II, the maximum number of generations was 40 and the population size was set to 50, which implies that for Opt-Sim there could be up to 2000 simulations during the optimization procedure. Bearing in mind that the goal of this paper is to propose a faster method for building energy optimization, we start with just 500 training samples, we limit the total number of additional queries to 1000 (at most half of each generation), and set the threshold δ for active learning to $0.2 \times 10^4$ (a value that depends on the magnitude of the objective function). The Pareto curve of Heating Energy vs Cooling Energy of the final non-dominated solutions obtained using all three approaches is shown in Figure 4. The number of simulations and run-times have been summarized in the Table 4.

Our results indicate that our approach Opt-AL has produced a very competitive Pareto curve in comparison with the other two approaches (in terms of ground truth energy), while taking less than one third of their running time. It can be also observed that the discrepancy between the predicted energy and the simulated (ground truth) energy for the Pareto solutions is much smaller for Opt-AL than for Opt-PL (Figs. 5 and 6). Evaluating the Pareto solutions obtained by Opt-PL trained only on the 500 initial samples used in Opt-AL, we obtain inferior solutions and much greater discrepancy between predictions and ground truth (results omitted). Hence, the active learning component, which simulated an additional 299 building design configurations (on average) during the optimization, is critical to the performance of Opt-AL.

Figure 7 compares all three approaches on the hypervolume metric of Pareto frontier across various number of simulations. In order to vary the number of simulations used by the optimization approaches, we limit Opt-PL and Opt-AL simulations by giving smaller number of initial simulations. The same is not possible for opt-Sim, so we limit the simulation by breaking the generation earlier for opt-Sim. Results show that our method Opt-AL outperforms Opt-PL, using similar or smaller number of simulations.

4.4 Comparison with PAL

We compared our method against PAL [43] on the building optimization problem. We used PAL’s implementation provided by the authors of paper and ran it for building optimization configuration space. In the PAL paper, the authors have shown the results on problems that have total possible configurations of maximum 1023. It is very small compared to the building optimization problem, which has 2,916,000,000 configurations.

Since PAL classifies all points in the search space as Pareto optimal, non-Pareto optimal, and unclassified based on their evaluations and associated uncertainty bounds using a GP trained on a small subset of the search space, it needs all the design space to be loaded in memory. Thus the memory and CPU requirement make it not possible to use PAL for a problem like building design where design search space is very large.

One alternative is to take small samples from the design space and run PAL over it and hope that the samples contain the Pareto front points. To examine this, we took 5,000 LHS samples from the whole design space and tried PAL on it. While PAL does a very good job at finding Pareto front on these 5,000 samples, Fig. 8 shows that for a problem like our building design it is a very small sample of the whole design space that is far from the Pareto frontier.

Another alternative that we tried was to reduce the design space by fixing some of the design variables that might have lower impact on the heating and cooling energy and limiting the search space to 46,875 which is still much bigger than the problems tackled in the original paper. PAL provides a parameter, $\epsilon$, that controls the number of simulations during search. Higher values of $\epsilon$ use fewer simulations during the iterations but generate a high number of pos-
Possible Pareto front points with lower confidence. Lower values of $\epsilon$ use many more simulations and produce limited Pareto frontier points with higher confidence. Since our goal is to give better design choices to the building designers, we take all the Pareto front points predicted by PAL and simulate each of them and generate the final Pareto solution from them. There was no value of epsilon that resulted in the total number of simulations during iterations and final Pareto points smaller than 2,000. The lowest achieved was $\epsilon = 0.06$ which used 1388 simulations during iterations and predicted 1333 as Pareto front points, much higher than the simulation requirements used by Opt-AL, Opt-PL or Opt-Sim.

5. CONCLUSION

The results presented in this work indicate that combining active learning and optimization approaches is a promising direction for achieving scalable building design optimization. The use of genetic algorithms like NSGA-II allows us to optimize multiple objectives, such as energy and cost. Future extensions to this work will explore how to automatically tune the parameters that guide the rate of active learning. We will explore how the size of the starting training set impacts the final performance. Also we would like to investigate whether other predictive models in addition to GPs could be easily employed under our optimization + active learning framework. We would like to extend our benchmark with other building performance measures, such as environmental impact and comfort. In this work we have shown results for the building optimization problem, but particular scheme of combining active learning with genetic algorithms is rather generic. It can be easily applied to other similar multi-objective optimization problems that have large decision spaces. Our approach falls in the class of methods that address multi-objective optimization problems, in which evaluating the objective functions is prohibitively expensive. We have also shown that Pareto active learning (PAL) applicability is limited to small search spaces since it chooses the next sample to add to the training set needs to evaluate a covariance matrix over all points in the search space. In contrast, our method uses the current population as the reference samples in the active learning selection, and hence can potentially scale up to larger search spaces.
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