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ABSTRACT
�is abstract summarizes the results reported in the paper [5]. In
this paper a new method of performing a local search in multiob-
jective optimization problems is proposed. �e proposed method
uses a solution acceptance criterion based on aggregation of the
objectives using adaptively adjusted weight vectors. A weight vec-
tor for performing the search starting from an initial solution is
determined using directions in which objective improvements have
been achieved in the vicinity of the initial solution.

In the paper the proposed method is tested on 2-, 3- and 4-
objective instances of the Travelling Salesman Problem (TSP) and
the�adratic Assignment Problem (QAP). In the experiments the
proposed method outperformed two other local search methods.

�e proposed method focuses on solution acceptance criterion
and thus can be combined with various methods of solution neigh-
bourhood construction in the local search as well as various global
search algorithms.

CCS CONCEPTS
•Mathematics of computing→ Evolutionary algorithms;
•Applied computing→Multi-criterion optimization and
decision-making;

KEYWORDS
Multiobjective optimization, Evolutionary computing, Local search,
Decomposition, TSP, QAP

ACM Reference format:
Krzysztof Michalak. 2017. Evolutionary algorithm with a directional lo-
cal search for multiobjective optimization in combinatorial problems. In
Proceedings of GECCO ’17 Companion, Berlin, Germany, July 15-19, 2017,
2 pages.
DOI: h�p://dx.doi.org/10.1145/3067695.3084380

1 INTRODUCTION
One of the approaches to �nding good solutions in optimization
problems is to use local search methods which aim at improving
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initial solutions of the given problem by exploring their neighbour-
hoods. �ere are several components of a local search method, such
as the initialization strategy, the structure of the neighborhoods
and the strategy used to explore them, etc. [2].

An important element that has to be decided upon is the solution
acceptance criterion. In the case of optimization problems with
m > 2 objectives it is not always obvious which of two given
solutions is be�er. �e two most common approaches to address
this issue are either to use Pareto dominance for deciding if one
solution outperforms the other, or to aggregate the objectives of
the solutions into scalar values and compare them.

In this paper an approach is presented in which the objectives
are aggregated using weight vectors modi�ed adaptively during the
run of the algorithm based on directions in which improvements
have been observed in previous iterations.

2 THE DIRECTIONAL LOCAL SEARCH
�e Directional Local Search method proposed in this paper uses
weighted aggregation to determine if a new solution improves over
the existing one. �is approach to aggregating the m objectives
uses a weight vector λ satisfying the conditions:

∀j ∈{1, ...,m } : λj ≥ 0,
m∑
j=1

λj = 1 . (1)

A scalar objective for a solution x is then obtained, for exam-
ple, by calculating the weighted sum

∑m
j=1 λj fj (x), or using the

Tchebyche� aggregation max
1≤j≤m

{λj | fj (x) − z∗j |}, where z
∗
j is the

utopia point with coordinates equal to the best known values of
each objective.

�e DirLS builds a list L that keeps track of the improvements ob-
served while solving a multiobjective optimization problem. When
a local search is performed around a solution x and an improved
solution x ′ is found, a pair 〈pos,dir 〉 is stored in which pos = F (x ′)
is a vector of the objectives of the new solution x ′ and dir equals
∆F = F (x ′)−F (x)which is the direction in the objective space along
which the improvement occurred. Subsequently, the elements of
the list L are used to calculate weight vectors used for aggregating
the objectives during local search. When local search is to be per-
formed around a solution x0, Ndir elements are found in the list L
for which pos elements are the closest to F (x0). �e corresponding
dir vectors are averaged and the result is normalized so that the
conditions in the equation (1) hold, and in this way a weight vector
λ0 is obtained. �e λ0 vector is then used for aggregating the ob-
jectives when performing the local search around x0. �e concepts
discussed above are presented in Figure 1.
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Figure 1: �e elements of the DirLS method performing a
biobjective minimization with Ndir = 3.

In cases when there are fewer elements in the list L than the num-
ber of averaged vectorsNdir and also randomly with the probability
1−|L|/Npop (whereNpop is the population size), the DirLS performs
the local search using a weight vector λ# de�ned as follows. For cal-
culating λ# the nadir pointn# ∈ Rm is used that consists of theworst
values of the objectives found during the search. For a specimen x0
with the objectives vector F (x0) = { f1(x0), . . . , fm (x0)} the weight
vector λ# is calculated based on a vector δ# of absolute di�erences
between the objective values and nadir point coordinates:

δ# = [| f1(x0) − n#1 |, . . . , | fm (x0) − n
#
m |] . (2)

�e δ# vector represents the direction from the nadir point n# to
the location of the objectives F (x0). �e weights in λ# are calculated
by normalizing the coordinates in δ#:

λ# = δ#/
m∑
j=1

δ#j . (3)

A local search method (DLS) using only weight vectors calcu-
lated using equations (2) and (3) is used in this paper as one of the
reference methods to which the DirLS is compared.

3 EXPERIMENTS AND RESULTS
To verify the e�ectiveness of the proposed method, experiments
were performed on 2-, 3- and 4-objective instances of the Trav-
elling Salesman Problem (TSP) and the �adratic Assignment
Problem (QAP). In both problems solutions are permutations of
a given length n. For the TSP the size of the test instances was
n = 100, . . . , 400 and for the QAP n = 25, 50 and 75. �e num-
ber of 2-, 3- and 4-objective instances of the TSP was 7, 5 and 5
respectively and the number of the QAP instances was 21 for each
numberm of the objectives. Experiments on the biobjective TSP
were performed using the kroAB〈n〉 TSP instances made available
by �ibaut Lust [4]. Experiments on the biobjective QAP were per-
formed using instances with correlated �ow matrices introduced
in [3]. For three and four objectives three permutations π2, π3 and
π4 were randomly generated. For a solution (permutation) π the
objective f1(π ) was calculated using the kroA〈n〉 cost matrix in
the TSP and the �ow matrix used for the �rst objective taken from
[3] in the QAP. �e objectives fj (π ) for j ≥ 2 were calculated as
fj (π ) = f1(πj (π )).

2-obj. QAP [21 instances]
4-obj. TSP [5 instances]
3-obj. TSP [5 instances]
2-obj. TSP [7 instances]

α = 0.05
α = 0.01

0 5 10 15 20 25
4-obj. QAP [21 instances]
3-obj. QAP [21 instances]
2-obj. QAP [21 instances] α = 0.01

Figure 2: �e number of times the DirLS was found to be sig-
ni�cantly better than the other methods at the signi�cance
levels of α = 0.05 and 0.01.

In the experiments the DirLS was compared to the local search
using Pareto dominance as a solution acceptance criterion (PLS)
and the local search using decomposition (DLS) that was based
on weight vectors calculated using equations (2) and (3). All three
local search methods were used in conjunction with the NSGA-II as
the global optimization algorithm. �e local search was performed
around the solutions found by the NSGA-II using neighbourhoods
constructed using the 2-opt operator [1]. Pareto fronts obtained in
the experiments were compared using the hypervolume indicator.
�e optimization was run 30 times for each algorithm and problem
instance and the median hypervolume was calculated. �e DirLS
a�ained be�er hypervolume than the PLS and the DLS in all tests
except one test instance of the 2-objective QAP problemwithn = 25.

Statistical signi�cance of the results was veri�ed using the Wil-
coxon test with the null hypothesis that the DirLS method gives the
same median hypervolume value as the reference methods PLS and
DLS. �e number of times the DirLS was found to be signi�cantly
be�er than the other methods at the signi�cance levels of α = 0.05
and 0.01 is presented in Figure 2.

4 CONCLUSION
�is paper presents the Directional Local Search (DirLS) method
that utilizes the knowledge concerning promising search directions
to construct weight vectors for the local search. In the experiments
the DirLSmethod has proven to bemore e�ective than the other two
local search methods on both tested problems. �e DirLS focuses
on the solution acceptance criterion and thus can be used with
various neighbourhood construction methods as well as di�erent
global optimization methods.
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