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1 INTRODUCTION
�e modern approach to water supply network management and
operation is related to the use of modern solutions from both tech-
nical and strategic perspectives. Apart from practices promoted
by International Water Association (IWA) (active leakage control,
pressure management, speed and quality of repair, pipeline and as-
sets management), water demand prediction systems are the future.
Preparing short-, medium- and long-term water consumption fore-
casts is the key factor these days. Short-term simulations, mainly
those covering the period of 24 or 48 hours, are used to optimise the
operation of pumping stations and to resolve current exploitation
issues, whereas long-term analyses, covering more than one month
or year, are said to support the decision-making process regarding
the design and development of water supply networks. Medium-
term predictions, covering weeks, are used to create time schedules
for the maintenance of water supply networks and develop fail-
ure prevention procedures. Due to the lack of assessment teams
and proper assessment tools, the majority of water and sewerage
companies store registered time series without thorough study of
the data. Information regarding the current operating status of the
water supply network included in the series is not properly used
and irretrievably lost.

Owing to the fast growth of IT, new algorithms for multicriterial
optimisation of water supply network issues can be implemented.
Until now, water demand predictions were made, depending on the
time frame, with the use of, among others, Support Vector Machine
(SVM) [1], Evolutionary Arti�cial Neural Networks (EANNs) [4], a
hybrid of Support Vector Regression and Adaptive Fourier Series
(SVR-AFS) [2] and Dynamic Arti�cial Neural Network (DANN) [3].
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�e quality of drinking water and its quantity are monitored.
�e quantity control is performed for water balance purposes. To
validate hydraulic phenomena inside water pipes the following
parameters are usually measured: pressure, �ow rate and volume.
Measuring instruments are �xed to pipes carrying water to Dis-
trict Metering Areas in water metre wells. �ese instruments are
magnetic �ow meters and pressure transmi�ers/manometers. Time
series registered with a time-step of 10-15 minutes, are parts of a
reporting and network control system. A GSM module is used to
transmit data to the water supply network operator in real time.
�e water supply network of Wroclaw, Poland consists of almost
30 District Metering Areas (DMAs) equipped with more than 80
measurement points. Additionally, the monitoring system uses me-
teorological stations. �ey gather weather information including
precipitation level, air temperature, relative air humidity, wind
speed and direction, sunshine duration and air pressure. One-
minute time-steps are usually used for measuring. �e data is
sent to a datalogger via a wireless GSM/GPRS connection.

2 PROBLEM DEFINITION
Our research focuses on water demand prediction based on the data
from the water supply network and the meteorological stations
(real-world data from Wroclaw in Poland) by computational intel-
ligence methods. �is abstract describes an approach to improve
the prediction results by discovering weekly seasonality in water
demand time series using evolutionary algorithms.

�e water demand is predicted using Support Vector Regres-
sion (SVR) with Radial Basis Functions (RBF) and the following
parameter se�ings: C = 1.0 and γ = 0.125, described in details
in [5]. �e input data X = {x1, x2, . . . , xT } consist of the input
vectors xt ∈ R8, for each day t = 1, 2, . . . ,T of a given period,
that contain the meteorological data (air temperature, atmospheric
pressure, relative humidity, sunshine duration), the daylength and
the water demand observed in the previous day. �e output data
Y = {y1,y2, . . . ,yT } (to be predicted by SVR) consist of the corre-
sponding output values yt ∈ R that describe the observed water
demand. In both, input and output data, the water demand comes
from the time series Qt preprocessed earlier with removing trends
and seasonalities in such a way thatQt = Q

(O )
t /Q

(T )
t −Q

(S )
t , where

Q
(O )
t denotes the original time series of the observed water demand,

Q
(T )
t denotes the trend de�ned by the 7-days moving average and

Q
(S )
t denotes the weekly seasonality. SVR is constructed on a train
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dataset concerning a train period, from September 1, 2014 to Febru-
ary 29, 2016, and tested on a test dataset concerning a test period,
from March 1, 2016 to November 30, 2016.

Removing the seasonalities and trends from data are di�cult
issues in water demand prediction. Note that such time series are
strongly correlated with weather conditions. �ere are also some
irregularities related to movable feasts, renovations or break-downs.
Moreover, some trends are present due to the urban expansion.

3 EVOLUTIONARY APPROACH
Instead of time series modelingmethods, which usually require long
and stable historical time series to e�ciently determine the seasonal-
ity, we use an evolutionary approach to discover the weekly season-
ality Q(S )t . �e search space Ω = R7 is composed of 7-dimensional
vectors s = (s1, s2, . . . , s7) de�ning the weekly seasonality in such
a way that si denotes the ratio of the total weekly water demand in
the i-th day of the week. �e objective function F : Ω → R is the
Mean Average Percentage Error (MAPE) [5] of SVR constructed on
the train dataset preprocessed with the weekly seasonality model
de�ned by the candidate solution. In order to solve such an op-
timization problem, the Evolution Strategy algorithm [6] is used
with a population of 200 candidate solutions evolved over 50 it-
erations, with Global Intermediate Recombination [6] and with
mutation parameters σ ∈ R7 encoded in each candidate solution
and managed by the autoadaptation mechanism as in the regular
ES(µ, λ) algorithm, described in details in [6]. It is worth noticing
that evaluation of each candidate solution requires training SVR
each time anew, which makes solving the optimization problem
time-consuming.

iteration
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Figure 1: �e values of the objective function in successive it-
erations of ESminimizingMAPE of SVR on the train dataset
(September 1, 2014 – February 29, 2016)

Figure 1 presents the values of the objective function in succes-
sive iterations of ES minimizing MAPE of SVR on the train dataset.
�e black line presents the mean value of the objective function
evaluated on the 200 candidate solutions from the current popula-
tion, and the gray area corresponds to the standard deviation. �e
decreasing curve plo�ed in Figure 1 shows that our evolutionary
algorithm was able to minimize the objective function F , and thus
provide an e�cient weekly seasonality model.

4 RESULTS
�e experiments concern the water demand prediction in the water
supply network of Wroclaw, Poland and is based on real-world
data coming from MPWiK S.A., Wroclaw, Poland. �e baseline was
de�ned by determining the weekly seasonality by the regular time

series modeling methods that led to MAPE on the train dataset
equal to 2.0080% and on the test dataset equal to 3.2233%. SVR
constructed on the train dataset preprocessed with the weekly
seasonality model de�ned by the best candidate solution found
by the evolutionary algorithm led to be�er results with MAPE on
the train dataset equal to 1.9826% and on the test dataset equal to
3.1714%. It is worth noticing that the evolutionary approach did
not use any calendar knowledge concerning the dates of the time
series.
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Figure 2: Water demand prediction on the test dataset
(March 1, 2016 - November 30, 2016): observed and predicted
values

Figure 2 presents the results of the prediction on the test dataset.
Note that the predicted water demands correspond to the observed
values, except few cases with sudden increase of water consump-
tion, caused by some special events, such as World Youth Days
in Wroclaw (impossible to predict without the extra knowledge).
Figure 3 presents the di�erences between the observed and the
predicted values of water demand.
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Figure 3: Water demand prediction on the test dataset
(March 1, 2016 - November 30, 2016): prediction errors
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