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ABSTRACT

This paper proposes an Indicator-Based Multi-objective Gene
Expression Programming (IBM-GEP) to solve Workflow
Scheduling Problem (WSP). The key idea is to use Genetic
Programming (GP) to learn heuristics to select resources for
executing tasks. By using different problem instances for
training, the IBM-GEP is capable of learning generic heuris-
tics that are applicable for solving different WSPs. Besides,
the IBM-GEP can search for multiple heuristics that have d-
ifferent trade-offs among multiple objectives. The IBM-GEP
was tested on instances with different settings. Compared
with several existing algorithms, the heuristics found by the
IBM-GEP generally perform better in terms of minimizing
the cost and completed time of the workflow.
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1 INTRODUCTION

Workflow Scheduling Problem (WSP) is a popular and active
research topic that has a range of practical applications [2].
Existing methods for WSPs generally can be classified into
three categories: 1) to minimize the total cost of renting
resources with a deadline constraint by using evolutionary
algorithms [1, 2]; 2) regards the WSP as a multi-objective
optimization problem and uses multi-objective evolutionary
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algorithms to solve the problem; 3) adopts manually designed
greedy heuristics to assign each ready task to the proper
resource [3]. However, the first two categories focus on solving
static WSPs where the entire workflow is fixed, which limits
their applications in dynamic environment (e.g., tasks may
be added into or removed from workflow). Meanwhile, the
third category focus on minimizing a single objective (i.e.,
completed time of the workflow), which limits their flexibility
to balance trade-offs among multiple objectives.

To address the above issues, this paper proposes an Indi-
cator based Multi-objective Gene Expression Programming
(IBM-GEP) algorithm. In the IBM-GEP, the tasks are as-
signed to resources in a step-by-step manner. For each task
and resource pair, a priority value is calculated by a priority
function. The pair with the highest priority is selected at each
step. To search for the best priority function, several low-
level heuristics are defined at first and used as building blocks
to construct the final heuristics. Then, we integrate the Indi-
cator based Multi-objective optimization technique [7] with
a recent publish GP variant (called SL-GEP) [6] to search
for multiple heuristics that have different trade-offs among
the execution cost and execution time of the workflow.

2 PROBLEM DEFINITION

A workflow W can be modeled as a directed acyclic graph
where each node represents a task. An edge eij represents a
computing dependency between task ti and task tj , where ti
is the parent task of tj . A task can be executed only when
all of its parent tasks are completed. For resource ri, its
rental cost per unit time is denoted as Cri and its capacity
is denoted as Pri . Each resource ri has a lease start time
(LSTri ) and a lease end time (LETri ). A task ti must run
on a resource and the starting time and completed time of ti
on rj are denoted as STti,rj and ETti,rj , respectively. The
execution cost of the workflow is calculated by

cost =

|R|∑
i=1

Cri · dLETri − LSTrie (1)

where R is the resource set. The total completed time is
calculated by

time = max{CTti |ti ∈ T} (2)

where T is the task set, CTti is the competed time of ti. The
goal is to properly assign resources to tasks so as to minimize
cost and time.
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2.1 Proposed Algorithm

In the proposed method, the resources are assigned to tasks
step-by-step until all tasks are completed. At each step, a
priority function is used to calculate a priority value for each
task in ready state (ti) and resource pair. The pair that has
the maximum priority will be selected and assigned to the
task. In this way, finding the optimal scheduling strategy is
converted to finding the optimal priority function. In this
paper, we use GP to search for the optimal priority function.
First, two low-level heuristics (LH) are defined as building
blocks. The first LH is the average remain time of ti:

ARTti =

∑
rj∈R ETti,rj

|R| +

∑
tj∈Ati

(TTti,tj +ARTtj )

|Ati |
(3)

where Ati is the set of successors of ti, TTti,tj is the data
transfer time from ti to tj . The second LH is the average
remain cost of ti:

ARCti =

∑
rj∈R(ETti,rj · Crj )

|R| +

∑
tj∈Ati

ARCtj

|Ati |
(4)

Besides, six more features are also considered: 1) Execution
time of the task running on the resource (ET ); 2) Execu-
tion start time of the task if it is assigned to run on the
resource (ST );3) Cost of the resource per unit time (UC); 4)
Current lease time of the resource (LT ); 5) Obtained cost if
the task is assigned to run on the resource(OC); 6) Number
of child tasks of the task (CN). Seven basic functions (i.e.,
{+,−, ∗, /, sin, cos,max(a, b)}) are used as linking functions
to link the features to construct the final priority function. A
recent published GP variant named SL-GEP [6] is adopt to
find the optimal heuristics, due to its promising performance
in complex optimization [4, 5]. As SL-GEP is designed for s-
ingle objective optimization problem, we integrate it with the
indicator-based multi-objective optimization technique, form-
ing the IBM-GEP, to solve the formulated problem. In the
IBM-GEP, the indicator-based selection strategy proposed
in [7] is used to calculate fitness values of individuals.

3 EXPERIMENTAL RESULTS

We generate a number of static workflows with different
settings for training. The number of tasks of each workflow
ranges from 50 to 200 randomly so that the data include
small, medium and large scale workflows. The two best
heuristics found by our method are as follows:

Γcost = ARC −max(ARC − UC − ST,ET ) (5)

Γtime = sin(ST )−max(ST,ARC)−LT+UC−sin(sin(ST ))
(6)

where Γcost minimizes cost and Γtime minimizes time. Then,
these two heuristics are tested on 200 new instances with
different settings, and compared with three methods, i.e.,
PSO [2], ACS [1] and HEFT [3]. The comparison result-
s are shown in Table I, where −, + and ˜ represent that
the competitor is significantly worse than, better than and
similar to the evolved heuristics according to the students
t-test at α = 0.05. It can be observed that Γcost and Γtime

achieve the best cost and time respectively on both static
and dynamic cases. It should be noted that PSO and ACS
are not applicable for dynamic cases, as their solutions are

Table 1: Comparison Results

Environment Static WSPs Dynamic WSPs

Goal Method cost time cost time

cost

Γcost 21.18 88.79 21.38 86.35
PSOcost 27.98 - 15.88 + N/A N/A
ACScost 22.32 22.35 + N/A N/A

time

Γtime 27.85 7.18 27.43 7.22
PSOtime 42.81 - 11.13 - N/A N/A
ACStime 26.93˜ 7.74˜ N/A N/A
HEFT 33.21- 8.52 - 32.41- 8.63-

problem-specific. These results demonstrate that the heuris-
tics provided by IBM-GEP are general and effective for both
static and dynamic WSPs.

4 CONCLUSIONS

This paper proposes a GP-based method to solve static and
dynamic WSPs. Compared with several existing algorithms,
the proposed method offers very promising performances in
terms of minimizing cost and completed time of workflows. In
future, we will try to apply our method to real world WSPs.
In addition, we plan to extend our method by considering
the complexity of the heuristic as another objective so as to
find simpler and more effective scheduling heuristics.
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